
2. Ordinary differential equations

2.1. Linear equations with constant coefficients

2.1.1. Recipe # 4: Solution of homogeneous systems of differential equations

Consider the homogeneous system:

dy

dt
= Ay,

where y ∈ Rn, A is constant n-by-n matrix, and y(0) = y0.

1. Look for particular solutions by separating the variables:

y(t) = eλtx : Ax = λx

2. Find all eigenvalues and eigenvectors of A:

Auj = λjuj, j = 1, 2, ..., n

3. If eigenvectors {u1,u2, ...,un} are linearly independent (form

a basis in Rn), then construct a general solution by the Linear

Superposition Principle:

y(t) = c1e
λ1tu1 + c2e

λ2tu2 + ... + cne
λntun

4. Find the unique solution from the initial value:

y(0) = u1c1 + u2c2 + ... + uncn = y0,

which is an inhomogeneous linear system.

Example:

dy1

dt
= 2y1 + 2y2

dy2

dt
= 5y1 − y2



2.1.2. Recipe # 5: Diagonalization of homogeneous systems of ODEs

Consider the homogeneous system:

dy

dt
= Ay,

where y ∈ Rn, A is constant n-by-n matrix, and y(0) = y0.

1. Find the basis eigenvectors of A:

Auj = λjuj, j = 1, 2, ..., n

such that S = [u1,u2, ...,un] is non-singular, e.g. det(S) 6= 0

2. Apply the similarity transformation:

y(t) = Sz(t) :
dz

dt
= Dz,

where D is a diagonal matrix of eigenvalues λ1, λ2, ..., λn

3. Solve the uncoupled first-order ODEs:

dzj

dt
= λjz,

such that zj(t) = cje
λjt

4. Construct a general solution by using the similarity transfor-

mation:

y(t) = Sz(t) = c1e
λ1tu1 + c2e

λ2tu2 + ... + cne
λntun

5. Find the unique solution from the initial value:

y(0) = u1c1 + u2c2 + ... + uncn = Sc = y0,

such that c = S−1y0.

Example:

dy1

dt
= 2y1 + 2y2

dy2

dt
= 5y1 − y2

Coordinates {z1(t), z2(t), ..., zn(t)} in basis {u1,u2, ...,un} are called

normal coordinates.



2.1.3. Recipe # 6: Solution of systems of second-order equations

Consider the second-order homogeneous system:

M
d2y

dt2
+ Ay = 0,

with the initial values:

y(0) = y0, y′(0) = p0,

where y ∈ Rn, A is constant n-by-n matrix, M is a constant

n-by-n diagonal matrix with positive coefficients.

1. Look for particular solutions by separating the variables:

y(t) = cos(ωt + δ)x : Ax = ω2Mx

2. Find all eigenvalues and eigenvectors of the generalized eigen-

value problem:

Auj = λjMuj, j = 1, 2, ..., n

where λj = ω2
j

3. If eigenvectors {u1,u2, ...,un} form a basis in Rn, then con-

struct a general solution by the Linear Superposition Principle:

y(t) = c1 cos(ω1t+δ1)u1+c2 cos(ω2t+δ2)u2+...+cn cos(ωnt+δn)un

4. Find the unique solution from the initial values:

y(0) = u1c1 cos δ1 + u2c2 cos δ2 + ... + uncn cos δn = y0,

y′(0) = −u1ω1c1 sin δ1−u2ω2c2 sin δ2−...−unωncn sin δn = p0.

Example:

m
d2y1

dt2
+ ky1 + k(y1 − y2) = 0

m
d2y2

dt2
+ k(y2 − y1) + ky2 = 0

Eigenvalues {ω1, ω2, ..., ωn} are normal frequencies of oscillations

Eigenvectors {u1,u2, ...,un} are normal modes of oscillations


