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Preface

Bose–Einstein condensation was predicted by S.N. Bose and Albert Einstein in
1925: for a gas of non-interacting particles, below a certain temperature there is a
phase transition to a localized (condensed) state of lowest energy. This phenomenon
was realized experimentally in 1995 in alkali gases by E. Cornell and C. Wieman in
Boulder as well as by W. Ketterle at MIT, who all shared the Nobel Prize in 2001.
Since that time, the attention of many mathematicians has turned to the analysis of
the mean-field model of this phenomenon, which is known as the Gross–Pitaevskii
equation or the nonlinear Schrödinger equation with an external potential.

Various trapping mechanisms of Bose–Einstein condensation were realized ex-
perimentally, including a parabolic magnetic confinement and a periodic optical
lattice. This book is about the Gross–Pitaevskii equation with a periodic potential,
in particular about the localized modes supported by the periodic potential. The
book is written for young researchers in applied mathematics and so it has the
main emphasis on the mathematical properties of the Gross–Pitaevskii equation.
It can nevertheless serve as a reference for theoretical physicists interested in the
phenomenon of localization in periodic potentials.

Compared to recent work by Lieb et al on the justification of the Gross–Pitaevskii
equation as the mean-field approximation of the linear N -body Schrödinger equa-
tion [131], this book takes the Gross–Pitaevskii equation as the starting point of
analysis. Hence the validity of the mean-field approximation is not questioned when
existence and stability of localized modes are considered. On the other hand, the
mean-field model is simplified further to the coupled nonlinear Schrödinger equa-
tions, the nonlinear Dirac equations, and the discrete nonlinear Schrödinger equa-
tions, which are all justified in the framework of the Gross–Pitaevskii equation with
a periodic potential.

Besides optical trapping lattices in the context of Bose–Einstein condensation,
periodic structures are very common in many other physical problems, including
photonic crystals, arrays of coupled optical waveguides, and optically induced pho-
tonic lattices. One of the important features of such systems is the existence of band
gaps in the wave transmission spectra, which support stationary localized modes
known as the gap solitons or discrete breathers. Similar to other solitons, these lo-
calized modes realize a balance between periodicity, dispersion, and nonlinearity of
the physical system.
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1

Formalism of the nonlinear Schrödinger equations

Make everything as simple as possible, but not simpler.
– Albert Einstein.

Someone told me that each equation I included in the book would halve the sales.
– Stephen Hawking.

When the author was a graduate student, introductions to texts on nonlinear
evolution equations contained a long description of physical applications, numerous
references to the works of others, and sparse details of the justification of analyt-
ical results. Times have changed, however, and the main interest in the nonlinear
evolution equations has moved from modeling to analysis. It is now more typical
for applied mathematics texts to start an introduction with the main equations in
the first lines, to give no background information on applications, to reduce the list
of references to a few relevant mathematical publications, and to focus discussions
on technical aspects of analysis.

Since this book is aimed at young mathematicians, we should reduce the back-
ground information to a minimum and focus on useful analytical techniques in the
context of the nonlinear Schrödinger equation with a periodic potential. It is only
in this introduction that we recall the old times and review the list of nonlinear
evolution equations that we are going to work with in this book. The few references
will provide a quick glance at physical applications, without distracting attention
from equations.

The list of nonlinear evolution equations relevant to us begins with the nonlinear
Schrödinger equation with an external potential,

iut = −Δu + V (x)u + σ|u|2u,

where Δ = ∂2
x1

+ · · ·+ ∂2
xd

is the Laplacian operator in the space of d dimensions,
u(x, t) : R

d×R→ C is the amplitude function, V (x) : R
d → R is a given potential,

and σ ∈ {1,−1} is the sign for the cubic nonlinearity. If σ = −1, the nonlinear
Schrödinger equation is usually called focusing or attractive, whereas if σ = +1,
it is called defocusing or repulsive. The names differ depending on the physical
applications of the model to nonlinear optics [5], photonic crystals [192], and atomic
physics [171].

It is quite common to use the name of the Gross–Pitaevskii equation if this
equation has a nonzero potential V (x) and the name of the nonlinear Schrödinger
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equation if V (x) ≡ 0. Historically, this terminology is not justified as the works of
E.P. Gross and L.P. Pitaevskii contained a derivation of the same equation with
V (x) ≡ 0 as the mean-field model for superfluids [83] and Bose gas [170]. However,
given the number of physical applications of this equation with V (x) ≡ 0 in nonlin-
ear optics, photonic crystals, plasma physics, and water waves, we shall obey this
historical twist in terminology and keep reference to the Gross–Pitaevskii equation
if V (x) is nonzero and to the nonlinear Schrödinger equation if V (x) is identically
zero.

Several recent books [2, 30, 133, 199, 201] have been devoted to the nonlinear
Schrödinger equation and we shall refer readers to these books for useful information
on mathematical properties and physical applications of this equation. As a main
difference, this book is devoted to the Gross–Pitaevskii equation with a periodic
potential V (x).

We shall study localized modes of the Gross–Pitaevskii equation with the periodic
potential. These localized modes are also referred to as the gap solitons or discrete
breathers because they are given by time-periodic and space-decaying solutions of
the Gross–Pitaevskii equation. In many of our studies, we shall deal with localized
modes in one spatial dimension. Readers interested in analysis of vortices in the two-
dimensional Gross–Pitaevskii equation with a harmonic potential may be interested
to read the recent book of Aftalion [3].

Many other nonlinear evolution equations with similar properties actually arise
as asymptotic reductions of the Gross–Pitaevskii equation with a periodic potential,
while they merit independent mathematical analysis and have independent phys-
ical relevance. One such model is a system of two coupled nonlinear Schrödinger
equations, {

iut = −Δu + σ
(
|u|2 + β|v|2

)
u,

ivt = −αΔv + σ
(
β|u|2 + |v|2

)
v,

where α and β are real parameters, σ ∈ {1,−1}, and (u, v)(x, t) : R
d×R→ C

2 stand
for two independent amplitude functions. The number of amplitude functions in the
coupled nonlinear Schrödinger equations can exceed two in various physical prob-
lems. However, two is a good number both from the increased complexity of math-
ematical analysis compared to the scalar case and from the robustness of the model
to the description of practical problems. For instance, two polarization modes in a
birefringent fiber are governed by the system of two coupled nonlinear Schrödinger
equations and so are the two resonant Bloch modes at the band edge of the photonic
spectrum [7].

When the coupled equations for two resonant modes in a periodic potential are
derived in the space of one dimension (d = 1), the group velocities of the two
modes are opposite to each other and the coupling between the two modes in-
volves linear terms. In this case, the system takes the form of the nonlinear Dirac
equations, {

i(ut + ux) = αv + σ
(
|u|2 + β|v|2

)
u,

i(vt − vx) = αu + σ
(
β|u|2 + |v|2

)
v,
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where α and β are real parameters, σ ∈ {1,−1}, and (u, v)(x, t) : R× R→ C
2 are

the amplitude functions for two resonant modes. Two counter-propagating waves
coupled by the Bragg resonance in an optical grating is one of the possible applica-
tions of the nonlinear Dirac equations [197]. We recall from quantum mechanics that
the Dirac equations represent the relativistic theory compared to the Schrödinger
equations that represent the classical theory.

The list of nonlinear evolution equations for this book ends at the spatial dis-
cretization of the nonlinear Schrödinger equation, which is referred to as the dis-
crete nonlinear Schrödinger equation. This equation represents a system of infinitely
many coupled differential equations on a lattice,

iu̇n = −(Δu)n + σ|un|2un,

where (Δu)n is the discrete Laplacian operator on the d-dimensional lattice, σ ∈
{1,−1}, and {un(t)} : Z

d × R → C is an infinite set of amplitude functions. The
discrete nonlinear Schrödinger equation arises in the context of photonic crystal
lattices, Bose–Einstein condensates in optical lattices, Josephson-junction ladders,
and the DNA double strand models [110].

Modifications of the nonlinear evolution equations in the aforementioned list with
a more general structure, e.g. with additional linear terms and non-cubic nonlin-
ear functions, are straightforward and we adopt these modifications throughout
the book if necessary. It is perhaps more informative to mention other nonlinear
evolution equations, which are close relatives to the nonlinear Schrödinger equa-
tion. Among them, we recall the Klein–Gordon, Boussinesq, and other nonlinear
dispersive wave equations. In the unidirectional approximation, many nonlinear dis-
persive wave equations reduce to the Korteweg–de Vries equation. It would take too
long, however, to list all other nonlinear evolution equations, their modifications,
and the relationships between them, hence we should stop here and move to the
mathematical analysis of the Gross–Pitaevskii equation with a periodic potential.
For the sake of clarity, we work with the simplest mathematical models keeping in
mind that the application-motivated research in physics leads to more complicated
versions of these governing equations.

1.1 Asymptotic multi-scale expansion methods

Our task is to show how the Gross–Pitaevskii equation with a periodic potential can
be approximated by the simpler nonlinear evolution equations listed in the begin-
ning of this chapter. To be able to perform such approximations, we shall consider
a powerful technique known as the asymptotic multi-scale expansion method. This
method is applied in a certain asymptotic limit after all important terms of the
primary equations are brought to the same order, while all remaining terms are
removed from the leading order.

The above strategy does not sound like a rigorous mathematical technique. If
power expansions in terms of a small parameter are developed, only a few terms



4 Formalism of the nonlinear Schrödinger equations

are actually computed in the asymptotic multi-scale expansion method, while the
remaining terms are cut down in the hope that they are small in some sense. In the
time evolution of a hyperbolic system with energy conservation, it is not unusual
to bound the remaining terms at least for a finite time (Sections 2.2–2.4). In the
time evolution of a parabolic system with energy dissipation, the theory of invariant
manifolds and normal forms is often invoked to obtain global results for all positive
times, as we shall see in the same sections in the context of a time-independent
elliptic system (which is a degenerate case of a parabolic system).

It is still true that a formal approximation of the asymptotic multi-scale expansion
method is half way to the rigorous analysis of the asymptotic reduction. Another
way to say this: if you do not know how to solve a problem rigorously, first solve it
formally! In many cases, the formal solution may suggest ways to rigorous analysis.

The above slogan explains why, even being unable to analyze asymptotic approx-
imations thirty or even twenty years ago, applied mathematicians tried nevertheless
to formalize the asymptotic multi-scale expansion method in many details to avoid
misleading computations and failures. The method has been described in several
books [143, 199] and the number of original publications in the context of physically
relevant equations is truly uncountable!

We shall look at the three different asymptotic limits separately for the reduc-
tions of the Gross–Pitaevskii equation with a periodic potential to the nonlinear
Dirac equations, the nonlinear Schrödinger equation, and the discrete nonlinear
Schrödinger equation. Our approach is based on the classical asymptotic multi-scale
expansion method, which has been applied to these three asymptotic reductions in
the past [152].

The starting point for our asymptotic analysis is the Gross–Pitaevskii equation
in one spatial dimension,

iut = −uxx + V (x)u + σ|u|2u, (1.1.1)

where u(x, t) : R × R → C, σ ∈ {1,−1}, and V (x + 2π) = V (x) is a bounded
2π-periodic potential.

Three different asymptotic limits represent different interplays between the
strength of the periodic potential V (x) and the strength of the nonlinear poten-
tial σ|u|2 affecting existence of localized modes in the Gross–Pitaevskii equation
(1.1.1). These asymptotic limits are developed for small-amplitude potentials (Sec-
tion 1.1.1), finite-amplitude potentials (Section 1.1.2), and large-amplitude poten-
tials (Section 1.1.3). In each case, we derive the leading-order asymptotic reduction
that belongs to the list of nonlinear evolution equations in the beginning of this
chapter.

1.1.1 The nonlinear Dirac equations

In the limit of small-amplitude periodic potentials, the Gross–Pitaevskii equation
(1.1.1) can be rewritten in the explicit form,

iut = −uxx + εV (x)u + σ|u|2u, (1.1.2)
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where ε is a small parameter. If the nonlinear term σ|u|2u is crossed over and ε is
set to 0, equation (1.1.2) becomes the linear Schrödinger equation

iut = −uxx, (1.1.3)

which is solved by the Fourier transform as

u(x, t) =
∫
R

a(k)eikx−iω(k)tdk,

where ω(k) = k2 is the dispersion relation for linear waves and a(k) : R → C is
an arbitrary function, which is uniquely specified by the initial condition u(x, 0).
Since V (x + 2π) = V (x) for all x ∈ R, we can represent V (x) by the Fourier
series

V (x) =
∑
m∈Z

Vmeimx.

For any fixed k ∈ R, the Fourier mode eikx−iω(k)t in u(x, t) generates infinitely many
Fourier modes in the term εV (x)u(x, t) at the Fourier wave numbers km = k + m

for all m ∈ Z. These Fourier modes are said to be in resonance with the primary
Fourier mode eikx−iω(k)t if

ω(km) = ω(k), m ∈ Z,

which gives us an algebraic equation m(m + 2k) = 0, m ∈ Z. Thus, if 2k is not an
integer, none of the Fourier modes with m �= 0 are in resonance with the primary
Fourier mode, while if 2k = n for a fixed n ∈ N, the Fourier mode with m = −n is
in resonance with the primary mode with m = 0. In terms of the Fourier harmonics,
the two resonant modes have k = n

2 and k−n = k − n = −n
2 .

In the asymptotic method, we shall zoom in the two resonant modes at k = n
2

and k−n = −n
2 by a scaling transformation and obtain a system of nonlinear

evolution equations for mode amplitudes by bringing all important terms to the
same first order in ε, where the resonance is found. The important terms to be
included in the leading order are related to the nonlinearity, dispersion, and inter-
action of the resonant modes, as well as to their time evolution. To incorporate
all these effects, we shall look for an asymptotic multi-scale expansion in powers
of ε,

u(x, t) = εp
[(

a(X,T )e
inx
2 + b(X,T )e−

inx
2

)
e−

in2t
4 + εu1(x, t) +O(ε2)

]
, (1.1.4)

where X = εqx, T = εrt, (p, q, r) are some parameters to be determined, n ∈ N is
fixed, (a, b)(X,T ) : R×R→ C

2 are some amplitudes to be determined, εu1(x, t) is a
first-order remainder term, and O(ε2) indicates a formal order of truncation of the
asymptotic expansion. When the asymptotic expansion (1.1.4) is substituted into
the Gross–Pitaevskii equation (1.1.2), the exponents are chosen from the condition
that terms coming from derivatives of (a, b) in (X,T ) and terms coming from powers
of (a, b) enter the same order of the asymptotic expansion. This procedure sets
uniquely p = 1

2 and q = r = 1.
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The simple choice of the exponents (p, q, r) may fail to bring all terms to the
same order. For instance, coefficients in front of the first derivatives of (a, b) or the
powers of (a, b) can be zero for some problems. Such failures typically indicate that
(p, q, r) must be chosen smaller so that the coefficients in front of the higher-order
derivatives of (a, b) or the higher-order powers of (a, b) are nonzero. Therefore, sim-
ilarly to the technique of integration, the asymptotic multi-scale expansion method
is a laboratory, in which a researcher plays an active role by employing the strategy
of trials and errors until he or she manages to bring all important terms to the
same order.

Setting p = 1
2 , q = r = 1 and truncating the terms of the order of O(ε2), we write

a linear inhomogeneous equation for u1(x, t),(
i∂t + ∂2

x

)
u1 = −i(aTe+ + bT e−)− in(aXe+ − bXe−)

+V (ae+ + be−) + σ |ae+ + be−|2 (ae+ + be−), (1.1.5)

where e± ≡ e±
in
2 x− in2

4 t satisfy the linear Schrödinger equation (1.1.3). If terms
proportional to either e+ or e− occur on the right-hand side of the linear in-
homogeneous equation (1.1.5), the solution u1(x, t) becomes unbounded in vari-
ables (x, t), e.g. u1(x, t) ∼ te±. Since secular growth is undesired as it destroys
the applicability of the asymptotic solution (1.1.4) already at the first order in
ε, one needs to eliminate the resonant terms on the right-hand side of (1.1.5).
This is possible if the amplitudes (a, b) satisfy the system of first-order semi-linear
equations, {

i(aT + naX) = V0a + Vnb + σ(|a|2 + 2|b|2)a,
i(bT − nbX) = V−na + V0b + σ(2|a|2 + |b|2)b,

(1.1.6)

where V0, Vn, and V−n are coefficients of the Fourier series for V (x). The amplitude
equations (1.1.6) are nothing but the nonlinear Dirac equations.

Because the linear Schrödinger equation (1.1.3) is dispersive with ω′′(k) = 2 �=
0, the other Fourier modes on the right-hand side of (1.1.5) which are differ-
ent from e± do not produce a secular growth of u1(x, t). Therefore, the system
(1.1.6) gives the necessary and sufficient condition that u1(x, t) is bounded for all
(x, t) ∈ R

2. Indeed, we can find the explicit bounded solution of the inhomogeneous
equation (1.1.5),

u1(x, t) = −
∑

m/∈{−n,0}

Vma

m(m + n)
ei(m+n

2 )x− in2t
4 −

∑
m/∈{0,n}

Vmb

m(m− n)
ei(m−n

2 )x− in2t
4

− 1
2n2

(
a2b̄e

3inx
2 + b2āe−

3inx
2

)
e−

in2t
4 .

This expression suggests that the asymptotic solution (1.1.4) to the original equa-
tion (1.1.2) may be factored by e−

in2t
4 . After the bounded solution is found for the

first-order remainder term, one can continue the formal asymptotic solution (1.1.4)
to the next order of O(ε2).
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Figure 1.1 Schematic representation of the leading order in the asymptotic solu-
tion (1.1.4).

In view of so many restrictive assumptions and so many truncations made in the
previous computations, it might be surprising to know that the nonlinear Dirac
equations can be rigorously justified for small-amplitude periodic potentials (Sec-
tion 2.2). Stationary localized modes to the nonlinear Dirac equations (1.1.6) can
be constructed in explicit form (Section 3.3.4).

Figure 1.1 shows the leading order of the asymptotic solution (1.1.4) with p = 1
2

and q = r = 1, when (a, b) is the stationary localized mode of the nonlinear Dirac
equations (1.1.6) for V (x) = −2 cos(x), σ = −1, n = 1, and ε = 0.1.

Exercise 1.1 Consider the nonlinear Klein–Gordon equation,

utt − uxx + u + σu3 + εV (x)u = 0,

where u(x, t) : R × R → R, σ ∈ {1,−1}, and V (x + 2π) = V (x) is bounded, and
derive the nonlinear Dirac equations in the asymptotic limit ε→ 0.

Exercise 1.2 Consider the nonlinear wave–Maxwell equation,

Exx −
(
1 + εV (x) + σ|E|2

)
Ett = 0,

where E(x, t) : R × R → C, σ ∈ {1,−1}, and V (x + 2π) = V (x) is bounded, and
derive the nonlinear Dirac equations in the asymptotic limit ε→ 0. Show that the
first-order correction is not a bounded function for all (x, t) ∈ R

2 because the linear
wave equation Exx − Ett = 0 has no dispersion and infinitely many Fourier modes
are in resonance with the primary Fourier mode.

Exercise 1.3 Consider the Gross–Pitaevskii equation with periodic coefficients,

iut = −uxx + εV (x)u + G(x)|u|2u,
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where u(x, t) : R×R→ C, V (x+ 2π) = V (x) and G(x+ 2π) = G(x) are bounded,
and derive an extended system of nonlinear Dirac equations in the asymptotic limit
ε→ 0.

Exercise 1.4 Repeat Exercise 1.3 with even V (x) and odd G(x) and derive the
nonlinear Dirac equations with quintic nonlinear terms.

1.1.2 The nonlinear Schrödinger equation

We shall now assume that the 2π-periodic potential V (x) is bounded but make no
additional assumptions on the amplitude of V (x). Let us rewrite again the Gross–
Pitaevskii equation (1.1.1) in the explicit form,

iut = −uxx + V (x)u + σ|u|2u. (1.1.7)

If the nonlinear term σ|u|2u is crossed over, equation (1.1.7) becomes a linear
Schrödinger equation with a periodic potential

iut = −uxx + V (x)u. (1.1.8)

The linear modes are now given by the quasi-periodic Bloch waves in the form

u(x, t) = ψk(x)e−iω(k)t,

where ψk(x) is a solution of the boundary-value problem for the second-order dif-
ferential equation{

−ψ′′
k (x) + V (x)ψk(x) = ω(k)ψk(x),

ψk(x + 2π) = e2πikψk(x),
x ∈ R.

Here k is real and ω(k) is to be determined (Section 2.1.2).
The asymptotic multi-scale expansion method is now developed in a neighbor-

hood of a particular linear Bloch wave for a given value (k0, ω0), where ω0 = ω(k0).
Guided by the asymptotic method from Section 1.1.1, we shall try again the asymp-
totic multi-scale expansion in powers of ε,

u(x, t) = εp
[
a(X,T )ψk0(x)e−iω0t + εu1(x, t) +O(ε2)

]
, (1.1.9)

where X = εqx, T = εrt, (p, q, r) are some parameters to be determined, a(X,T ) :
R × R → C is an envelope amplitude to be determined, εu1(x, t) is a first-order
remainder term, and O(ε2) is a formal order of truncation of the asymptotic ex-
pansion.

When the asymptotic expansion (1.1.9) is substituted into the Gross–Pitaevskii
equation (1.1.7), we can set the exponents as p = 1

2 and q = r = 1, similarly to the
previous section. We will see however that this choice is not appropriate and the
values for the exponents (p, q, r) will have to be changed.

Setting the exponents p = 1
2 , q = r = 1 and truncating the terms of the order of

O(ε2), we write a linear inhomogeneous equation for u1(x, t),(
i∂t + ∂2

x − V
)
u1 =

(
−iaTψk0 − 2aXψ′

k0
+ σ|a|2a|ψk0 |2ψk0

)
e−iω0t. (1.1.10)
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The right-hand side of (1.1.10) produces a secular growth of u1(x, t) in variables
(x, t) because ψk0(x)e−iω0t is a solution of the homogeneous equation (1.1.8). Look-
ing for a solution in the form u1(x, t) = w1(x)e−iω0t, we obtain an ordinary differ-
ential equation on w1(x),(

−∂2
x + V + ω0

)
w1 = iaTψk0 + 2aXψ′

k0
− σ|a|2a|ψk0 |2ψk0 . (1.1.11)

Multiplying the left-hand side of (1.1.11) by ψ̄k0 and integrating on [0, 2π] we note
that if w1(x) belongs to the same class of functions as ψk0(x), then∫ 2π

0

ψ̄k0

(
−∂2

x + V + ω0

)
w1dx = −

(
ψ̄k0w

′
1 − ψ̄′

k0
w1

)∣∣∣∣x=2π

x=0

= 0.

Multiplying now the right-hand side of (1.1.11) by ψ̄k0 and integrating on [0, 2π],
we obtain a nonlinear evolution equation on the amplitude a(X,T ),

iaT = −
2〈ψ′

k0
, ψk0〉L2

per

‖ψk0‖2L2
per

aX + σ
‖ψk0‖4L4

per

‖ψk0‖2L2
per

|a|2a. (1.1.12)

If the nonlinear evolution equation (1.1.12) is violated, then either w1(x) becomes
unbounded on R because of a linear growth as |x| → ∞ or u1(x, t) grows secularly
in time t as t→∞.

Equation (1.1.12) is a scalar semi-linear hyperbolic equation, which is easily solv-
able. Because of the periodic boundary conditions of |ψk0(x)|2 on [0, 2π], the co-
efficient 〈ψ′

k0
, ψk0〉L2

per
is purely imaginary, so that the X-derivative term can be

removed by the transformation a(X,T ) = a(X − cgT, T ), where

cg =
2〈ψ′

k0
, ψk0〉L2

per

i‖ψk0‖2L2
per

∈ R

has the meaning of the group velocity of the Bloch wave u(x, t) = ψk0(x)e−iω0t.
After the transformation, the nonlinear evolution equation on a(X − cgT, T ) does
not have X-derivative terms and can be immediately integrated.

Exercise 1.5 Find the most general solution of the amplitude equation (1.1.12).

The amplitude equation (1.1.12) does not capture effects of dispersion of the
Bloch wave at the same order where the effects of nonlinearity, time evolution,
and group velocity occur. This outcome of the asymptotic multi-scale expansion
method indicates that the leading-order balance misses an important contribution
from the wave dispersion which is modeled by the second-order X-derivative terms
on a(X,T ). Therefore, we have to revise the exponents (p, q, r) of the asymptotic
expansion in order to bring all important effects to the same order.

Let us keep the exponent q = 1 in the scaling of X = εqx for convenience.
Since the linear second-order derivative terms are of the order ε2+p, while the cubic
nonlinear terms are of the order ε3p, a non-trivial balance occurs if p = 1. The time
evolution is of the order εq+p and it matches the balance if q = 2. In addition, we
need to remove the group-velocity term by the transformation

a(X,T )→ a(X − cgT, T ).
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Combining all at once, we revise the asymptotic expansion (1.1.9) as

u(x, t) = ε
[
a(X − cgT, τ)ψk0(x)e−iω0t + εu1(x, t) + ε2u2(x, t) +O(ε3)

]
, (1.1.13)

where T = εt, τ = ε2t, and O(ε3) indicates a new order of truncation of the asymp-
totic expansion. When the asymptotic multi-scale expansion (1.1.13) is substituted
into the Gross–Pitaevskii equation (1.1.7), we obtain the first-order correction term
in the explicit form

u1(x, t) = ϕ1(x)aX(X − cgT, τ)e−iω0t,

where ϕ1(x) solves (
−∂2

x + V + ω0

)
ϕ1 = −icgψk0 + 2ψ′

k0
.

Note that the choice of cg provides a sufficient condition that ϕ1(x) belongs to the
same class of functions as ψk0(x). The second-order remainder term u2(x, t) satisfies
now the linear inhomogeneous equation(
i∂t + ∂2

x − V
)
u2 =

(
−iaτψk0 + (icgϕ1 − 2ϕ′

1 − ψk0)aXX + σ|a|2a|ψk0 |2ψk0

)
e−iω0t.

Looking for a solution in the form u2(x, t) = w2(x)e−iω0t, we obtain an ordinary
differential equation on w2(x):(

−∂2
x + V + ω0

)
w2 = iaτψk0 − (icgϕ1 − 2ϕ′

1 − ψk0)aXX − σ|a|2a|ψk0 |2ψk0 .

Using the same projection algorithm as for equation (1.1.11), we obtain a nonlinear
evolution equation on the amplitude a(X − cgT, τ),

iaT = αaXX + σβ|a|2a, (1.1.14)

where

α =
icg〈ϕ1, ψk0〉L2

per
− 2〈ϕ′

1, ψk0〉L2
per

‖ψk0‖2L2
per

− 1, β =
‖ψk0‖4L4

per

‖ψk0‖2L2
per

.

The amplitude equation (1.1.14) is nothing but the nonlinear Schrödinger (NLS)
equation. The asymptotic reduction to the NLS equation is rigorously justified
(Section 2.3). The stationary localized mode of the NLS equation (1.1.14) exists in
explicit form (Section 1.4.1).

Figure 1.2 shows the leading order of the asymptotic solution (1.1.13), when
a is the stationary localized mode of the nonlinear Schrödinger equation (1.1.14)
for V (x) = 0.2(1 − cos(x)), σ = −1, k0 = 0, and ε = 0.1. The localized mode
corresponds to the lowest Bloch wave.

Exercise 1.6 Consider the nonlinear Klein–Gordon equation,

utt − uxx + u + σu3 + V (x)u = 0,

where u(x, t) : R × R → R, σ ∈ {1,−1}, and V (x + 2π) = V (x) is bounded,
and derive the cubic nonlinear Schrödinger equation for a Bloch wave u(x, t) =
ψk0(x)e−iω0t.
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Figure 1.2 Schematic representation of the leading order in the asymptotic solu-
tion (1.1.13).

Exercise 1.7 Consider the Gross–Pitaevskii equation with periodic coefficients,

iut = −uxx + V (x)u + G(x)|u|2u,

where u(x, t) : R × R → C, V (x + 2π) = V (x) = V (−x) and G(x + 2π) = G(x) =
−G(−x) are bounded, and derive a quintic nonlinear Schrödinger equation for the
Bloch wave u(x, t) = ψk0(x)e−iω0t with ψk0(x) = ψk0(−x).

1.1.3 The discrete nonlinear Schrödinger equation

In the limit of large-amplitude periodic potentials, which is also referred to as the
semi-classical limit, the Gross–Pitaevskii equation (1.1.1) can be written as

iut = −uxx + ε−2V (x)u + σ|u|2u, (1.1.15)

where ε is a small parameter. Let us assume here in addition to the periodicity of
V that V ∈ C∞(R), V (x) = V (−x), and 0 is a non-degenerate global minimum of
V (x) on [−π, π]. Without loss of generality, we can normalize V (x) by its power
series expansion around x = 0 with V (x) = x2+O(x4). When the nonlinearity term
σ|u|2u is crossed out, the linear mode u(x, t) = ψ(x)e−iωt satisfies the differential
equation

−ψ′′(x) + ε−2V (x)ψ(x) = ωψ(x), x ∈ R. (1.1.16)

The truncated linear equation with V (x) ≈ x2 has an infinite set of isolated
simple eigenvalues {ωj}j∈N0 with the L2-normalized eigenfunctions {ϕj(x)}j∈N0

given by Hermite functions. More precisely, we have

ωj =
1 + 2j

ε
, ϕj(x) =

1
(πε)1/4(2jj!)1/2

Hj

( x

ε1/2

)
e−

x2
2ε , j ∈ N0,
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where {Hj(z)}j∈N0 is a set of Hermite polynomials. Because the Hermite function
ϕj(x) decays to zero as |x| → ∞ faster than an exponential function, this function
is different from the quasi-periodic Bloch wave ψk(x) introduced in Section 1.1.2.
However, the small parameter ε implies that the local minimum of V (x) near x =
2πn is narrow for any n ∈ Z so that the Bloch wave ψk(x) changes rapidly near
the local minima of V (x) and is small between the minima. As a result, we can
try approximating ψk(x) by a periodic superposition of decaying Hermite functions
connected to each other by the small tails and centered at the points {2πn}n∈Z. In
the limit ε→ 0, the spectral band function ω(k) for the selected Bloch wave ψk(x)
converges to the eigenvalue ωj for a fixed j ∈ N0. This construction is typical in
the semi-classical analysis [47, 86]. The relation between the quasi-periodic Bloch
waves and the decaying functions (called the Wannier functions) will be explained
in Section 2.1.3.

Note that the decaying Wannier functions {ϕ̂j}j∈N0 coincide with the Hermite
functions {ϕj}j∈N0 only near x = 0. Moreover, they are not eigenfunctions of the
differential equation (1.1.16) as no decaying solutions exist for periodic potential
V (x) (Section 2.1.3). For x ∈ [−π, π], the decaying functions ϕ̂j(x) can be fur-
ther approximated from the Wentzel–Kramers–Brillouin (WKB) solutions of the
differential equation (1.1.16).

Let us pick a particular eigenvalue ωj for a fixed j ∈ N0, for instance, the lowest

eigenvalue ω0 = ε−1 with the ground state ϕ0(x) = (πε)−1/4e−
x2
2ε . The WKB

solution for the extension of ϕ0(x) to x > 0 (both ϕ0 and ϕ̂0 are even on R) is
written by

ϕ̂0(x) ∼ A(x)e−
1
ε

∫ x
0 S(x′)dx′

, x > 0, (1.1.17)

where

S(x) =
√
V (x),

A(x) =
1

(πε)1/4
exp

[∫ x

0

1− S′(x′)
2S(x′)

dx′
]
.

The WKB solution (1.1.17) is derived by neglecting the term A′′(x) on the left-hand
side of (1.1.16) and replacing ω by ε−1. Note the function ϕ̂0(x) matches with the
function ϕ0(x) as x ↓ 0. On the other hand, the expression for A(x) diverges as
x ↑ 2π.

Let us now consider the asymptotic multi-scale expansion in powers of ε,

u(x, t) = εp

[∑
n∈Z

an(T )ϕ̂0(x− 2πn)e−iω0t + εu1(x, t) +O(ε2)

]
, (1.1.18)

where T = εrt, (p, r) are some parameters to be determined, {an(T )}n∈Z : R →
C

Z are amplitudes of the Wannier functions to be determined, εu1(x, t) is a first-
order remainder term, and O(ε2) is a formal order of truncation of the asymptotic
expansion.

Let us substitute the asymptotic expansion (1.1.18) into the Gross–Pitaevskii
equation (1.1.15) and collect all leading-order terms at the resonant frequency
e−iω0t. Therefore, we set u1(x, t) = w1(x)e−iω0t, where w1(x) satisfies the ordinary
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differential equation

w′′
1 − ε−2V w1 + ω0w1 = ε−1F1, (1.1.19)

where F1 is given at the leading order by

F1 =
∑
n∈Z

an
(
−ϕ̂′′

0(x− 2πn) + ε−2V ϕ̂0(x− 2πn)− ω0ϕ̂0(x− 2πn)
)

− iεr
∑
n∈Z

ȧnϕ̂0(x− 2πn) + σε2p

∣∣∣∣∣∑
n∈Z

anϕ̂0(x− 2πn)

∣∣∣∣∣
2∑
n∈Z

anϕ̂0(x− 2πn).

We shall now compute the projection of this equation to ϕ̂0 on R. The right-hand
side F1 has a hierarchic structure with respect to ϕ̂0 since ϕ̂0(x) gives a projection
of the order of O(1), ϕ̂0(x± 2π) gives an exponentially small projection in ε, while
ϕ̂0(x± 2πm) give m powers of the exponentially small projections.

Thanks to the explicit formulas and the symmetry of ϕ̂0 on R, the first off-
diagonal linear terms are computed as follows

2
∫ π

−∞
ϕ̂0(x)

(
−∂2

x + ε−2V − ω0

)
ϕ̂0(x− 2π)dx

= 4ϕ̂0(π)ϕ̂′
0(π) + 2

∫ π

−∞
ϕ̂0(x− 2π)

(
−∂2

x + ε−2V − ω0

)
ϕ̂0(x)dx ≡ −μ.

Neglecting the second integral for the WKB solution (1.1.17) that approximately
satisfies equation (1.1.16), we infer that the leading order of μ is given by

μ ∼ −4ϕ̂0(π)ϕ̂′
0(π)

∼ 4
√

V (π)
π1/2ε3/2

exp
(
−2
ε

∫ π

0

√
V (x)dx +

∫ π

0

1− S′(x)
S(x)

dx

)
, (1.1.20)

that is, μ is exponentially small as ε → 0. Recall that V (π) �= 0 if 0 is a global
minimum of V on [−π, π].

Now the diagonal nonlinear term is computed by∫
R

ϕ̂4
0(x)dx ∼ 1

πε1/2

∫
R

e−2z2
dz =

1
(2πε)1/2

,

whereas we can use orthogonality of the decaying Wannier functions to write∫
R

ϕ̂0(x)ϕ̂0(x− 2πn)dx = δ0,n.

Because μ is exponentially small in ε, the power asymptotic expansion (1.1.18) is
not appropriate to balance all terms in F1 at the leading order. As a result, we have
to go back to revise the asymptotic scaling of the asymptotic expansion (1.1.18).

Let us consider a modified asymptotic expansion

u(x, t) = μ1/2(2πε)1/4
[∑
n∈Z

an(T )ϕ0(x− 2πn)e−i(ω0+Ω0)t + μu1(x, t) +O(μ2)

]
,

(1.1.21)
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Figure 1.3 Schematic representation of the leading order in the asymptotic solu-
tion (1.1.21).

where T = μt and

Ω0 = −
∫
R

ϕ̂0(x)
(
−∂2

x + ε−2V − ω0

)
ϕ̂0(x)dx.

The correction frequency Ω0 is used to remove the diagonal linear term in F1.
Again, using u1(x, t) = w1(x)e−i(ω0+Ω0)t, we obtain an inhomogeneous equation

for w1(x), which is similar to equation (1.1.19) up to the scaling constants. Com-
puting projections of the right-hand side F1 to {ϕ̂0(x − 2πk)}k∈Z, we obtain the
differential–difference equations for the amplitudes {ak(T )}k∈Z,

iȧk + ak+1 + ak−1 = σ|ak|2ak, k ∈ Z. (1.1.22)

This amplitude equation is nothing but the discrete nonlinear Schrödinger (DNLS)
equation. The asymptotic reduction to the DNLS equation is rigorously justified
using the Wannier functions (Section 2.4). Unfortunately, no exact solutions for
localized modes of the DNLS equation are available but the proof of existence of
localized modes can be developed using different analytical methods (Sections 3.2.5
and 3.3.3).

Figure 1.3 shows the leading order of the asymptotic solution (1.1.21), where
{an}n∈Z is the stationary localized mode of the discrete nonlinear Schrödinger equa-
tion (1.1.22) for V (x) = 0.5(1− cos(x)), σ = −1, and ε = 0.75. The localized mode
corresponds to the ground state ϕ0.

Exercise 1.8 Consider the nonlinear Klein–Gordon equation with delta function
nonlinear terms,

utt − uxx + u + u3 +
∑
n∈Z

δ(x− 2πn)u = 0,

where u(x, t) : R× R→ R, and derive the discrete nonlinear Schrödinger equation
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using the ground state ϕ0(x) for the smallest eigenvalue ω2
0 of the linear problem

−ϕ′′
0(x) + (1 + δ(x))ϕ0(x) = ω2

0ϕ0(x), x ∈ R.

Exercise 1.9 Consider the Gross–Pitaevskii equation with periodic coefficients,

iut = −uxx + ε−2V (x)u + G(x)|u|2u,

where u(x, t) : R × R → C, V (x + 2π) = V (x) = V (−x) and G(x + 2π) = G(x) =
−G(−x) are bounded, and derive a quintic discrete nonlinear Schrödinger equation
for the ground state ϕ0(x).

1.2 Hamiltonian structure and conserved quantities

The Gross–Pitaevskii equation with a periodic potential and its asymptotic reduc-
tions, the nonlinear Dirac equations, the nonlinear Schrödinger equation, and the
discrete nonlinear Schrödinger equation, are particular examples of Hamiltonian
dynamical systems. Besides the energy, these systems have additional conserved
quantities thanks to symmetries with respect to the spatial and gauge translations.
Some of our methods of analysis will rely on the Hamiltonian structure, while the
others ignore its presence. Among the former methods, we mention proofs of global
well-posedness of the initial-value problem (Section 1.3), the variational theory for
existence of stationary solutions (Section 3.1) and analysis of spectral and orbital
stability of localized modes (Sections 4.3 and 4.4.2). Among the latter methods,
we mention justification of amplitude equations (Sections 2.2, 2.3, and 2.4), direct
methods for existence of stationary solutions (Sections 3.2 and 3.3), and analysis
of asymptotic stability of localized modes (Section 4.4.3).

Physicists often replace an infinite-dimensional system expressed by a partial
differential equation by a reduced finite-dimensional system of ordinary differen-
tial equations. This trick is based on a formal Rayleigh–Ritz method, when the
integral quantities for the energy and other conserved quantities are evaluated at
a particular localized mode with time-varying parameters, after which evolution
equations for these time-varying parameters are obtained from the Euler–Lagrange
equations. While the accuracy of the qualitative approximations produced by this
formal method can be remarkable in some examples, we shall avoid this method in
this book, since it does not stand on a rigorous footing. Having issued this warning,
the Hamiltonian formulation is often an asset in rigorous analysis, and we shall
thus give relevant details on the Hamiltonian structure of the coupled nonlinear
Schrödinger equations (Section 1.2.1), the discrete nonlinear Schrödinger equation
(Section 1.2.2), and the nonlinear Dirac equations (Section 1.2.3). For simplicity of
presentation and without loss of generality, we shall consider these equations in the
space of one dimension.

An abstract Hamiltonian system in canonical variables u ∈ R
2n, n ∈ N, is for-

mulated as the following evolution problem

du
dt

= J∇uH(u), (1.2.1)
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where J ∈ M
2n×2n is a skew-symmetric and invertible matrix associated with the

symplectic form,

∀u,v ∈ R
2n : 〈Ju,v〉R2n ,

and ∇uH(u) is a gradient of the Hamiltonian functional H(u) : R
2n → R.

The phase space for the one-dimensional Gross–Pitaevskii equation and its re-
ductions is typically a subspace of the Hilbert space L2(R,R2n) and J ∈M

2n×2n is
typically given by

J =
[

On In
−In On

]
,

where On and In are zero and identity matrices in M
n×n. The gradient operator

∇uH(u) is defined by the Gateaux derivative of the functional H(u),

∀v ∈ L2(R,R2n) : 〈∇uH(u),v〉L2 :=
d

dε
H(u + εv)

∣∣∣∣
ε=0

. (1.2.2)

If H(u) is written as an integral of the density h(u, ∂xu) over x ∈ R, then integration
by parts shows that the Gateaux derivative (1.2.2) can be computed using the
partial derivatives of the density h(u,ux),

∇uj
H(u) :=

∂h

∂uj
− ∂

∂x

∂h

∂uj,x
, j ∈ {1, 2, ..., 2n}, (1.2.3)

where uj,x := ∂xuj .
Besides the traditional formulation in real-valued canonical coordinates, it is often

useful to shorten the formalism by using the complex-valued canonical coordinates
ψ ∈ C

n and the Hamiltonian form

i
dψ

dt
= ∇ψ̄H(ψ, ψ̄). (1.2.4)

A similar equation for the time derivative of ψ̄ is obtained from equation (1.2.4)
after complex conjugation. Note that H(u) in (1.2.1) and H(ψ, ψ̄) in (1.2.4) are
different by the factor 2 (Exercise 1.10). The symplectic form is now written as the
bilinear form

∀ψ,φ ∈ C
n : 〈Jcψ,φ〉Cn := Im〈ψ,φ〉Cn , (1.2.5)

where Jc is skew-symmetric and invertible. The two Hamiltonian formulations in
real-valued and complex-valued coordinates are used equally often in the context
of the Gross–Pitaevskii equation.

Exercise 1.10 Consider a planar Hamiltonian system with H = H(u1, u2),

du1

dt
=

∂H

∂u2
,

du2

dt
= − ∂H

∂u1
, (1.2.6)

associated with the symplectic bilinear form

〈Ju,v〉R2 = u2v1 − u1v2. (1.2.7)

Transform the system after the substitution

ψ = u1 + iu2, ψ̄ = u1 − iu2
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and rewrite the Hamiltonian system (1.2.6) and its symplectic form (1.2.7) in the
complex-valued coordinates (ψ, ψ̄).

If the Hamiltonian system (1.2.4) is invariant with respect to the translation in
time t, then the value of E = H(ψ, ψ̄) is conserved in the time evolution of the
system. More precisely, we establish the following lemma.

Lemma 1.1 Let H(ψ, ψ̄) be independent of t. Then, the energy E = H(ψ, ψ̄) of
the Hamiltonian system (1.2.4) is conserved in time t ∈ R.

Proof Using (1.2.2) and the complex-valued coordinates, we obtain

d

dt
H(ψ, ψ̄) = 〈∇ψH(ψ, ψ̄),

dψ̄

dt
〉L2 + 〈∇ψ̄H(ψ, ψ̄),

dψ

dt
〉L2

= −i‖∇ψH(ψ, ψ̄)‖2L2 + i‖∇ψH(ψ, ψ̄)‖2L2 = 0.

Therefore, the value of E = H(ψ, ψ̄) is constant in t if ψ is a solution of the
Hamiltonian system (1.2.4).

Exercise 1.11 Prove an analogue of Lemma 1.1 for the Hamiltonian system
(1.2.1) in canonical variables u ∈ R

2n.

Besides symmetry with respect to translation in time t, the Gross–Pitaevskii
equation typically has symmetry with respect to gauge transformation. As a re-
sult of this symmetry, an additional quantity (called power or charge or mass,
depending on the physical context) is also conserved in the time evolution of the
Gross–Pitaevskii equation. To classify this symmetry and the conserved quantity,
we shall consider symplectic linear transformations, which do not change the value
of the Hamiltonian functional H(ψ, ψ̄) and transform one solution of system (1.2.4)
to another solution of the same system.

Lemma 1.2 Let G : C
n → C

n be an invertible linear transformation.
Let H(ψ, ψ̄) : C

n × C
n → R be a G-invariant Hamiltonian functional,

H(Gψ, Ḡψ̄) = H(ψ, ψ̄).

Transformation G is symplectic, so that if ψ solves the Hamiltonian system (1.2.4),
then φ = Gψ solves the same Hamiltonian system (1.2.4), if and only if

GḠT = In, (1.2.8)

where In is an identity matrix in M
n×n.

Proof An elementary proof follows from the chain rule

i
dφ

dt
= iG

dψ

dt
= G∇ψ̄H(ψ, ψ̄) = GḠT∇φ̄H(G−1φ, Ḡ−1φ̄) = GḠT∇φ̄H(φ, φ̄)

and the fact that G is invertible.

Among possible symplectic linear transformations G, near-identity continuously
differentiable transformations have particular importance for the existence of the
associated conserved quantities. In other words, we shall assume that the symplectic
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linear transformation G(ε) : C
n → C

n is parameterized by ε ∈ R and can be
expanded into power series

G(ε) = In + εg + O(ε2).

The first-order transformation g : C
n → C

n is usually referred to as the infinites-
imal symmetry generator. If G(ε) is a symplectic transformation, then g satisfies
g = −ḡT, which follows immediately by dropping the quadratic term ε2gḡT in the
constraint G(ε)ḠT(ε) = In. Now we obtain the conserved quantity, which is related
to the near-identity, continuously differentiable, symplectic linear transformation
G(ε).

Lemma 1.3 Let g : C
n → C

n be the symmetry generator for the near-identity,
continuously differentiable, symplectic linear transformation G(ε). Then, the power

Q(ψ, ψ̄) = Im〈gψ,ψ〉L2

is conserved in time t ∈ R.

Proof To prove conservation of Q(ψ, ψ̄) in time, we take the derivative in ε of the
equation

H(G(ε)ψ, Ḡ(ε)ψ̄) = H(ψ, ψ̄)

and set ε = 0 to obtain

〈∇ψH(ψ, ψ̄), ḡψ̄〉L2 + 〈∇ψ̄H(ψ, ψ̄), gψ〉L2 = 0. (1.2.9)

Using this equation, the constraint g = −ḡT, and the Hamiltonian system (1.2.4),
we obtain

d

dt
〈gψ,ψ〉L2 = −i

(
〈g∇ψ̄H(ψ, ψ̄),ψ〉L2 − 〈gψ,∇ψ̄H(ψ, ψ̄)〉L2

)
= i
(
〈∇ψ̄H(ψ, ψ̄), gψ〉L2 + 〈∇ψH(ψ, ψ̄), ḡψ̄〉L2

)
= 0.

Therefore, the value of 〈gψ,ψ〉L2 is constant in t. Since g = −ḡT, then 〈gψ,ψ〉L2

is purely imaginary. Hence Q(ψ, ψ̄) = Im〈gψ,ψ〉L2 ∈ R is a conserved quantity of
the Hamiltonian system (1.2.4).

Exercise 1.12 Formulate and prove analogues of Lemmas 1.2 and 1.3 for the
Hamiltonian system (1.2.1) in canonical variables u ∈ R

2n.

It is definitely possible to uniquely compute the near-identity, continuously dif-
ferentiable, symplectic linear transformation G(ε) from the infinitesimal symmetry
generator g. This technique, which forms a Lie group symmetry analysis, is well
described elsewhere [21, 144]. In brief, if g is the symmetry generator such that
g = −ḡT and the Hamiltonian H(ψ, ψ̄) satisfies the constraint (1.2.9), then the
symplectic transformation G(ε) is uniquely computed by G(ε) = eεg and the Hamil-
tonian H(ψ, ψ̄) is proved to be invariant under the transformation G(ε). Moreover,
if g = −ḡT and G(ε) = eεg, then G(ε)ḠT(ε) = In, so that G(ε) is indeed a symplectic
linear transformation.
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1.2.1 The coupled nonlinear Schrödinger equations

Let us consider the coupled NLS equations,

i∂tψk = −∂2
xψk + ∂ψ̄k

W (|ψ1|2, |ψ2|2, ..., |ψn|2), k = 1, 2, ..., n, (1.2.10)

where ψ := (ψ1, ..., ψn) ∈ C
n, (x, t) ∈ R×R, and W (|ψ1|2, |ψ2|2, ..., |ψn|2) : R

n
+ → R

is assumed to be analytic in its variables. For instance, system (1.2.10) includes the
system of two coupled NLS equations{

iut = −uxx + σ
(
|u|2 + χ|v|2

)
u,

ivt = −vxx + σ
(
χ|u|2 + |v|2

)
v,

(1.2.11)

where we have denoted ψ1 = u and ψ2 = v and have introduced a coupling constant
χ ∈ R. As previously, σ ∈ {+1,−1}. The coupled NLS equations (1.2.10) can be
cast as the Hamiltonian system in complex-valued coordinates (1.2.4) with

H =
∫
R

[
〈∂xψ, ∂xψ〉Cn + W (|ψ1|2, |ψ2|2, ..., |ψn|2)

]
dx. (1.2.12)

By Lemma 1.1, the value of E = H(ψ, ψ̄) is constant in t thanks to the translational
invariance of the system in time: if ψ(x, t) is one solution of system (1.2.10), then
ψ(x, t− t0) is another solution of system (1.2.10) for any t0 ∈ R.

By Lemma 1.2, there exists at least n near-identity, continuously differentiable,
symplectic linear transformations G(ε) which leave H invariant and satisfy the
constraint G(ε)ḠT(ε) = In. A particular symplectic transformation Gk(ε) for k ∈
{1, 2, ..., n} is given by a matrix obtained from the identity matrix In after 1
is replaced by eiε at the kth position. This symplectic transformation is related
to the gauge invariance of the kth component of the vector ψ with respect to
the phase rotations: if (ψ1, ..., ψk, ..., ψn) is a solution of system (1.2.10), then
(ψ1, ..., e

iαkψk, ..., ψn) is another solution of system (1.2.10) for any αk ∈ R.
The symmetry generator for the symplectic transformation Gk(ε) is given by

gk = iIn,k, where In,k is a diagonal n× n matrix with 1 at the kth position and 0
at the other positions. By Lemma 1.3, gk generates the conserved power,

Qk =
∫
R

|ψk|2dx. (1.2.13)

When some symmetries of the coupled NLS equations (1.2.10) are broken, the
number of conserved quantities is reduced.

Exercise 1.13 Assume that the nonlinear function W in the coupled NLS equa-
tions (1.2.10) depends on (ψ̄2ψ1+ψ̄1ψ2) in addition to (|ψ1|2, |ψ2|2, ..., |ψn|2). Prove
that the values of Q1 and Q2 are no longer constant in t, whereas the value of Q1+Q2

is still constant in t.

Exercise 1.13 includes, in particular, the system of two coupled NLS equations
with linear and nonlinear coupling terms{

iut = −∂2
xu + Cv + (|u|2 + A|v|2)u + Bv2ū,

ivt = −∂2
xv + Cu + (A|u|2 + |v|2)v + Bu2v̄,

(1.2.14)

where A, B, and C are real-valued coefficients and we have set ψ1 = u and ψ2 = v.
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Conversely, when additional symmetries of the coupled NLS equations (1.2.10)
are present, the number of conserved quantities is increased. For instance, let us
assume that the nonlinear function W actually depends on

W = W (|ψ1|2 + |ψ2|2 + · · ·+ |ψn|2). (1.2.15)

In real coordinates, both W and H are invariant with respect to the N -parameter
group of rotations in R

2n, where

N =
(

2n
2

)
=

(2n)!
2!(2n− 2)!

= n(2n− 1).

However, not all rotations generate conserved quantities because not all rotations
are given by the symplectic linear transformations of Lemma 1.2. We can effec-
tively characterize all near-identity, continuously differentiable, symplectic linear
transformations G(ε) using the Hamiltonian system in complex coordinates (1.2.4).
Moreover, we can start with the symmetry generators g that represent rotations of
components of the complex-valued vector ψ = (ψ1, ψ2, ..., ψn) ∈ C

n with respect to
each other.

Let g = A + iB ∈ M
n×n, where A and B have real-valued coefficients. Using

the constraint g = −ḡT, we obtain immediately that A = −AT is skew-symmetric
and B = BT is symmetric. Furthermore, if W satisfies the symmetry (1.2.15)
and g = −ḡT, then the constraint (1.2.9) on the Hamiltonian function H(ψ, ψ̄)
is also satisfied without additional constraints on elements of A and B. Counting
the number of independent elements in matrices A and B, we conclude that N =
n(2n− 1) rotations in R

2n generates only Ns = n2 symplectic rotations in C
n.

By Lemma 1.3, there exist n2 conserved quantities Im〈Aψ,ψ〉L2 and
Re〈Bψ,ψ〉L2 , which are related to the group of n2 symplectic rotations. More
precisely, these conserved quantities can be reduced to the quadratic functionals

Qk,m =
∫
R

ψkψ̄mdx, 1 ≤ k ≤ m ≤ n. (1.2.16)

To confirm conservation of Qk,m for the coupled NLS equations (1.2.10) with
rotational symmetry (1.2.15), we write the balance equations for densities of Qk,m,

i∂t
(
ψkψ̄m

)
+ ∂x

(
ψ̄m∂xψk − ψ̄k∂xψm

)
= 0.

Integrating this equation in x on R for solutions with fast decay to zero at infinity
as |x| → ∞ gives constant values of Qk,m in t as long as such solutions exist.

Simple accounting shows that there exist n real-valued quantities Qk,k ≡ Qk

which coincide with the conserved quantities (1.2.13). The additional 1
2n(n − 1)

conserved quantities Qk,m with k �= m are complex-valued. The total number of
real-valued conserved quantities Qk,m coincides with the number of symplectic ro-
tational symmetries as Ns = n2.

If the symmetry generators g of the near-identity, continuously differentiable,
symplectic linear transformations G(ε) are known, then G(ε) = eεg for ε ∈ R. For
the two coupled NLS equations (1.2.11) with n = 2 and χ = 1 (also known as the
Manakov system), there exists a group of Ns = n2 = 4 symplectic rotations which
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are generated by matrices

g1 =
[

i 0
0 0

]
, g2 =

[
0 0
0 i

]
, g3 =

[
0 1
−1 0

]
, g4 =

[
0 i
i 0

]
.

The four symplectic transformation, which leave H invariant, are given by

G1 =
[

eiθ1 0
0 1

]
, G2 =

[
1 0
0 eiθ2

]
,

G3 =
[

cos θ3 sin θ3

− sin θ3 cos θ3

]
, G4 =

[
cos θ4 i sin θ4

i sin θ4 cos θ4

]
,

where θ1, θ2, θ3, and θ4 are arbitrary real-valued parameters. The parameters θ1 and
θ2 are related to the gauge invariance of components u and v, while the parameters
θ3 and θ4 are related to the rotational symmetry of the coupled NLS equations
(1.2.11) between components u and v in the case χ = 1.

If (u, v) ∈ C
2 is a solution of the coupled NLS equations (1.2.11) with χ = 1,

then there exists a four-parameter solution (ũ, ṽ) ∈ C
2 of the same equation,{

ũ = α1e
iθ1u + α2e

iθ2v,

ṽ = −ᾱ2e
iθ1u + ᾱ1e

iθ2v,
(1.2.17)

where θ1, θ2 ∈ R and {
α1 = cos θ3 cos θ4 + i sin θ3 sin θ4,

α2 = sin θ3 cos θ4 + i cos θ3 sin θ4.

In a general case n ≥ 2, there exist n continuations of solutions due to gauge
invariance of n individual components and n(n− 1) continuations of solutions due
to rotational symmetries of the coupled NLS equations (1.2.10) between different
components of vector ψ = (ψ1, ψ2, ..., ψn) ∈ C

n.

Exercise 1.14 Compute nine transformation matrices G(ε) for the three coupled
NLS equations (1.2.10) with n = 3 and W = W (|ψ1|2 + |ψ2|2 + |ψ3|2).

Exercise 1.15 Characterize the group of symplectic rotations of the Hamiltonian
system (1.2.1) in terms of the matrix

g =
[

A B

C D

]
,

where A, B, C, and D are real-valued matrices in M
n×n. Use transformation of real

variables in R
2n to complex variables in C

n and confirm that the result is identical
to the computations above.

Because the coupled NLS equations (1.2.10) have no linear potentials, these equa-
tions admit additional conserved quantities, which are characterized by the Noether
Theorem (Appendix B.9). In particular, the coupled NLS equations (1.2.10) con-
serve the momentum

P = i
∫
R

[〈ψ, ∂xψ〉Cn − 〈∂xψ,ψ〉Cn ] dx, (1.2.18)
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thanks to the translational invariance of the system in space: if ψ(x, t) is a solution
of system (1.2.10), then ψ(x − x0, t) is also a solution of system (1.2.10) for any
x0 ∈ R.

Additionally, the coupled NLS equations (1.2.10) with no linear potentials are
invariant with respect to the Galileo transformation: if ψ(x, t) is a solution of system
(1.2.10), then

ei(vx−v2t)ψ(x− 2vt, t) (1.2.19)

is also a solution of system (1.2.10) for any v ∈ R. Because of the translational and
Galileo transformations, any stationary solution

ψ(x, t) = e−iω̂tφ(x),

where φ(x) : R→ R
n and ω̂ is a diagonal matrix of parameters (ω1, ω2, ..., ωn) ∈ R

n,
can be translated to any point x0 ∈ R and can be transformed to a traveling wave
solution with any speed v ∈ R.

Traveling wave solutions of the coupled NLS equations (1.2.10) are equivalent to
critical points of the energy functional (Section 3.1),

Λv,ω = H + vP + 〈ω,Q〉Rn ,

where ω = (ω1, ω2, ..., ωn) and Q = (Q1, Q2, ..., Qn). Substituting the Galileo trans-
formation (1.2.19) into Λv,ω , we observe that Λv,ω transforms to the form

ΛΩ = H + 〈Ω,Q〉Rn , (1.2.20)

where Ω = ω + v21 and 1 = (1, 1, ..., 1) ∈ R
n. This transformation enables us

to cancel the dependence of the traveling wave solutions on the speed v and set
v = 0 for many practical computations in the context of the nonlinear Schrödinger
equations with no potentials.

When a nonzero bounded vector potential V(x) : R → R
n is added to the

coupled NLS equations (1.2.10), then the translational and Galileo transformations
are broken. As a result, the value of P is no longer constant in t and the speed v

becomes an important parameter of the traveling wave solutions (Section 5.6).

1.2.2 The discrete nonlinear Schrödinger equation

Let us consider the DNLS equation,

iψ̇n = −(Δψ)n + ∂ψ̄n
W (ψ, ψ̄), (1.2.21)

where ψ = {ψn} ∈ C
Z, n ∈ Z, t ∈ R, (Δψ)n = ψn+1 − 2ψn + ψn−1 is the discrete

Laplacian, and W (ψ, ψ̄) : C
Z × C

Z → R is assumed to be analytic in its variables.
The DNLS equation (1.2.21) can be cast as the Hamiltonian system in complex
coordinates (1.2.4) with

H =
∑
n∈Z

|ψn+1 − ψn|2 + W (ψ, ψ̄).
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For the simplest case of the power nonlinearity,

W =
σ

p + 1

∑
n∈Z

|ψn|2p+2,

where σ ∈ {1,−1} and p ∈ N, the DNLS equation (1.2.21) becomes the power
DNLS equation

iψ̇n = −(Δψ)n + σ|ψn|2pψn. (1.2.22)

Thanks to the translational invariance in time, the value of E = H(ψ, ψ̄) is constant
in t. Because of the gauge invariance with respect to the phase rotations,

Q =
∑
n∈Z

|ψn|2 = ‖ψ‖2l2

is another constant in t.
The invariance with respect to the continuous space translations is lost in the

discrete systems. As a result, the DNLS equation (1.2.21) has no generally con-
served momentum unless the nonlinear function ∂ψ̄n

W (ψ, ψ̄) satisfies additional
constraints (Section 5.2). There is still a discrete translational invariance in the
following sense: if {ψn(t)}n∈Z is a solution of the DNLS equation (1.2.21), then
{ψn−n0(t)}n∈Z is also a solution of the same equation for any n0 ∈ Z. However, the
discrete translational symmetry cannot be generated by a near-identity, continu-
ously differentiable transformation, and so it does not generate any quantities that
are constant in t. In other words, the discrete group of spatial translations allows us
to translate any stationary solution to any number of lattice nodes but it does not al-
low us to translate a stationary solution relative to any particular lattice node n ∈ Z.

Exercise 1.16 Consider the Ablowitz–Ladik lattice

iψ̇n = −(Δψ)n + σ|ψn|2(ψn+1 + ψn−1),

where σ ∈ {1,−1}, and show that the discrete version of the momentum

P =
i
2

∑
n∈Z

(ψ̄n+1ψn − ψn+1ψ̄n)

is constant in t. Show that P in the same form is not constant in t for the power
DNLS equation (1.2.22).

1.2.3 The nonlinear Dirac equations

Let us consider the nonlinear Dirac equations,{
i(ut + ux) + v = ∂ūW (u, ū, v, v̄),

i(vt − vx) + u = ∂v̄W (u, ū, v, v̄),
(1.2.23)

where (u, v) ∈ C
2, (x, t) ∈ R

2, and W (u, ū, v, v̄) : C
4 → R is assumed to satisfy the

following three conditions:

(W1) W is invariant with respect to the gauge transformation

W (eiαu, e−iαū, eiαv, e−iαv̄) = W (u, ū, v, v̄), α ∈ R, (1.2.24)
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(W2) W is symmetric with respect to the interchange of u and v,
(W3) W is analytic in its variables.

The first condition is justified by the derivation of the nonlinear Dirac equations
(1.2.23) with the asymptotic multi-scale expansion method (Section 1.1.1). The sec-
ond condition defines a class of symmetric nonlinear functions, which are commonly
met in physical applications. The third condition is related to the theory of normal
forms, where the nonlinear terms are approximated by Taylor polynomials. Since
the function W contains no quadratic terms that would simply change coefficients
of the linear terms in system (1.2.23) and no cubic terms that would violate condi-
tions (W1) and (W3), e.g. the term u2v̄ violates the gauge invariance and the term
|u|uv̄ violates the analyticity of W , the power expansion of W starts with quartic
terms.

The following result characterizes the function W that satisfies conditions (W1)–
(W3).

Lemma 1.4 If condition (W1) is satisfied, then W depends on |u|2, |v|2, and
(ūv + uv̄). If conditions (W1)–(W3) are satisfied, then W depends on (|u|2 + |v|2),
|u|2|v|2, and (uv̄ + vū).

Proof We shall assume condition (W1). By differentiating (1.2.24) in α and setting
α = 0, we obtain

DW := i (u∂u − ū∂ū + v∂v − v̄∂v̄)W (u, ū, v, v̄) = 0. (1.2.25)

Consider the set of quadratic variables

z1 = |u|2, z2 = |v|2, z3 = ūv + uv̄, z4 = u2 + v2,

which is independent of any u �= 0 and v �= 0 in the sense that the Jacobian of
(z1, z2, z3, z4) with respect to (u, ū, v, v̄) is nonzero. It is clear that Dz1,2,3 = 0 and
Dz4 = 2iz4. Therefore, DW = 2iz4∂z4W = 0, so that W is independent of z4.

By conditions (W2) and (W3), the arguments of W can be regrouped as (|u|2 +
|v|2), |u|2|v|2, and (uv̄ + vū), whereas W may not depend on |u| and |v|.

The most general quartic function W that satisfies conditions (W1)–(W3) is given
by

W =
a1

2
(|u|4 + |v|4)+a2|u|2|v|2 +a3(|u|2 + |v|2)(vū+ v̄u)+

a4

2
(vū+ v̄u)2, (1.2.26)

where a1, a2, a3, and a4 are real-valued parameters. It then follows that{
∂uW = a1|u|2u + a2u|v|2 + a3

(
(2|u|2 + |v|2)v + u2v̄

)
+ a4

(
v2ū + |v|2u

)
,

∂vW = a1|v|2v + a2v|u|2 + a3

(
(2|v|2 + |u|2)u + v2ū

)
+ a4

(
u2v̄ + |u|2v

)
.

The nonlinear Dirac equations (1.2.23) with W in (1.2.26) is related to solutions
of the Gross–Pitaevskii equation (Exercise 1.3),

iut = −uxx + εV (x)u + G(x)|u|2u,

where ε ∈ R is a small parameter and

V (x) = −2 cos(x), G(x) = g0 + 2g1 cos(x) + 2g2 cos(2x).
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The correspondence between the numerical coefficients is given by

a1 = g0, a2 = 2g0, a3 = g1, a4 = g2.

Another example of the nonlinear Dirac equations (1.2.23) is given by Porter et al.
[174] in the context of the Gross–Pitaevskii equation with a time-periodic nonlin-
earity coefficient.

Exercise 1.17 Write the most general sextic function W that satisfies conditions
(W1)–(W3). Find the parameters of W that include the quintic nonlinear Dirac
equations [174], {

i(ut + ux) + v = (2|u|2 + |v|2)|v|2u,
i(vt − vx) + u = (|u|2 + 2|v|2)|u|2v.

The nonlinear Dirac equations (1.2.23) can be cast as a Hamiltonian system in
complex-valued coordinates (1.2.4) with

H =
i
2

∫
R

(uxū− uūx − vxv̄ + vv̄x) dx +
∫
R

(vū + uv̄ −W ) dx. (1.2.27)

Conserved quantities of the nonlinear Dirac equations (1.2.23) include the Hamil-
tonian E = H(u, ū, v, v̄), the momentum

P =
i
2

∫
R

(uūx − uxū + vv̄x − vxv̄) dx, (1.2.28)

and the power

Q =
∫
R

(
|u|2 + |v|2

)
dx. (1.2.29)

By the Noether Theorem (Appendix B.9), conservation of H and P follows from
the translational invariance of the nonlinear Dirac equations (1.2.23) in time t and
space x, whereas conservation of Q follows from the gauge invariance with respect
to the phase rotations of u and v. In particular, the conserved quantity Q is found
from Lemma 1.3 and the gauge symmetry (1.2.24). On the other hand, conservation
of Q in t can be checked directly from the balance equation

∂

∂t
(|u|2 + |v|2) +

∂

∂x
(|u|2 − |v|2) = DW = 0, (1.2.30)

where the last equality follows from identity (1.2.25). Integrating the balance equa-
tion in x on R for solutions with fast decay to zero at infinity as |x| → ∞, we
confirm that Q is constant in t as long as such solutions exist.

Exercise 1.18 Write the balance equations for densities of H and P and explain
why conservation of H and P in t is related to the time and space translations of
the nonlinear Dirac equations (1.2.23).

Exercise 1.19 Consider a multi-component system of nonlinear Dirac equations,

i (∂tuk + αk∂xuk) +
n∑

l=1

βk,lul = ∂ūk
W (u, ū), k ∈ {1, 2, ..., n},
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where u = (u1, u2..., un) ∈ C
n, (x, t) ∈ R × R, (α1, ..., αn) ∈ R

n, β is a Hermitian
matrix in M

n×n, and W (u, ū) : C
n×C

n → R. Write this system in the Hamiltonian
form (1.2.4) and find the conserved Hamiltonian H, momentum P , and power Q.

1.3 Well-posedness and blow-up

The initial-value problem for a differential equation is said to be locally well-posed
in a Banach space X if for any initial data from X there exists a unique function
in X over a time interval [0, Tmax) for some Tmax > 0, which solves the differential
equation in some sense and depends continuously on the initial data. If the maximal
existence time Tmax is infinite, we say that the initial-value problem is globally well-
posed.

If no solution exists, or the solution is not unique, or the solution is not con-
tinuous with respect to the initial data, the initial-value problem is said to be
ill-posed. Although there can be different reasons why the initial-value problem for
a particular differential equation is ill-posed and understanding these reasons can
be challenging, it is a common practice to revise the derivation of the governing
equation in a particular physical problem and to account for additional terms such
as viscosity, higher-order dispersion or higher-order nonlinearity, which would make
the initial-value problem well-posed.

Physicists have typically a very good intuition on whether the initial-value prob-
lem for a given equation is well-posed or ill-posed. This intuition is based on a
number of numerical simulations, which show various scenarios of the time evolu-
tion, as well as on understanding the basic physical laws behind the derivation of
a given model. As a result, physicists are typically sceptical about rigorous proofs
of well-posedness since they think that the corresponding results are obvious and
need no proofs.

Without making long arguments with physicists on the issue, we would like to
explain a simple and rather universal method of how to prove local and, some-
times, global well-posedness of the Gross–Pitaevskii equation and its asymptotic
reductions. This method combines Picard’s iteration for systems of ordinary differ-
ential equations and Kato’s theory for semi-linear partial differential equations. As
a result, the analytical technique is often referred to as the Picard–Kato method.

As a first step of the Picard–Kato method, the differential equation is written
in the integral form, e.g. by decomposing the vector field into linear and nonlinear
parts, introducing the fundamental solution operator for the linear part, and using
Duhamel’s principle for the nonlinear term. The integral equation is then shown
to be a Lipschitz continuous map from a local neighborhood of an initial point in
a suitably chosen Banach space X to itself, which is also a contraction if a non-
empty time interval [0, T ] is sufficiently small. Existence of a unique fixed point of
the integral equation in a complete metric space C([0, T ], X) follows by the Banach
Fixed-Point Theorem (Appendix B.2). This gives also a continuous dependence
on initial data in X and the existence of a continuously differentiable solution in a
larger Banach space Y that contains X ⊂ Y . To extend the maximal existence time
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to infinity, if possible, one needs to use other properties of the nonlinear evolution
equation such as the conserved quantities (Section 1.2).

There are many locally well-posed differential equations, solutions of which can-
not be extended to an infinite maximal existence time, because they become singular
by reaching the boundary of X in a finite time. When it happens, we say that the
differential equation admits a finite-time blow-up in the chosen vector space X. Spe-
cialists in harmonic analysis would then look for other choices of X to exclude the
finite-time blow-up while preserving local well-posedness. From a practical point of
view, however, the choice of X is often determined by the finite energy constraints
and it would make less sense to look for exotic spaces, where the energy is not
defined.

We shall apply the general algorithm of the well-posedness analysis to the nonlin-
ear Schrödinger equation (Section 1.3.1), the discrete nonlinear Schrödinger equa-
tion (Section 1.3.2), and the nonlinear Dirac equations (Section 1.3.3). While the
proof of local well-posedness follows for these semi-linear equations by repeating the
same arguments, analysis of global well-posedness differs between different classes
of equations. Readers interested in other equations such as the Korteweg–de Vries
equation and various modifications of the nonlinear Schrödinger equation can look
at recent texts [11, 133, 201] on foundations of the well-posedness theory for non-
linear evolution equations.

1.3.1 The nonlinear Schrödinger equation

Let us consider the initial-value problem for the NLS equation,{
iut = −Δu + V (x)u + f(|u|2)u,
u(0) = u0,

(1.3.1)

where u(x, t) : R
d×R+ → C is the wave function, Δ = ∂2

x1
+...+∂2

xd
is the Laplacian

in d dimensions, V (x) : R
d → R is a bounded potential, and f(|u|2) : R+ → R is a

real analytic function.
The main question is: if u0 ∈ Hs(Rd) for some s ≥ 0, does there exist a unique

local solution u(t) to the initial-value problem (1.3.1) that remains in Hs(Rd) for all
t ∈ [0, T ] and, if there is, does it extend globally for all times t ∈ R+? The classical
theory of partial differential equations considers smooth solutions for sufficiently
large values of s. It was only recently when this theory was extended to solutions
of low regularity (for smaller values of s). The following theorem gives local well-
posedness of the initial-value problem (1.3.1) in Hs(Rd) for s > d

2 .

Theorem 1.1 Fix s > d
2 and let u0 ∈ Hs(Rd). Assume that V ∈ Cs

b (R
d) and f

is analytic in its variable with f(0) = 0. There exist a T > 0 and a unique solution
u(t) of the initial-value problem (1.3.1) such that

u(t) ∈ C([0, T ], Hs(Rd)) ∩ C1([0, T ], Hs−2(Rd)),

and u(t) depends continuously on initial data u0.

Proof The proof consists of the following four steps.
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Step 1: Linear estimates. We shall interpret the linear potential term V (x)u
and the nonlinear term f(|u|2)u as a perturbation to the linear evolution
problem {

iSt = −ΔS,

S(0) = S0,
(1.3.2)

where S0 ∈ Hs(Rd) for some s ≥ 0. Since the linear Schrödinger equation has
constant coefficients and is defined on an unbounded domain, it can be solved
uniquely in Hs(Rd) by the Fourier transform.

Let S0 ∈ Hs(Rd) be represented by the Fourier transform

Ŝ0(k) =
1

(2π)d/2

∫
Rd

S0(x)e−ik·xdx, k ∈ R
d.

The Fourier transform of the initial-value problem (1.3.2) gives{
iŜt = |k|2Ŝ,
Ŝ(0) = Ŝ0,

and the unique solution is written in the Fourier form

S(x, t) =
1

(2π)d/2

∫
Rd

Ŝ0(k)eik·x−it|k|2dk.

Let us denote the solution operator Hs(Rd) � S0 �→ S ∈ C(R, Hs(Rd)) by eitΔ.
By Parseval’s equality for the Fourier transform, the solution operator is unitary
(norm-preserving) in the sense

‖S(t)‖Hs = ‖eitΔS0‖Hs = ‖e−it|k|2 Ŝ0‖L2
s

= ‖Ŝ0‖L2
s

= ‖S0‖Hs , s ≥ 0. (1.3.3)

Step 2: Duhamel’s principle. Let us now write the initial-value problem (1.3.1)
as the inhomogeneous equation{

iut = −Δu + F (t),
u(0) = u0,

where F (t) = V u(t) + f(|u(t)|2)u(t). Solving the inhomogeneous equation by the
variation of constant formula, we substitute u(t) = eitΔv(t) and obtain{

ivt = e−itΔF (t),
v(0) = u0.

Note that eitΔ is invertible and commutes with Δ for all v ∈ Hs(Rd) thanks to the
norm preservation (1.3.3). As a result, we obtain

v(t) = u0 − i
∫ t

0

e−it′ΔF (u(t′))dt′.

Thus, the initial-value problem (1.3.1) can be written as the fixed-point problem
for the integral equation

u(t) = eitΔu0 − i
∫ t

0

ei(t−t′)Δ
(
V u(t′) + f(|u(t′)|2)u(t′)

)
dt′. (1.3.4)
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Step 3: Fixed-point iterations. Let us recall the Banach Fixed-Point Theorem
(Appendix B.2). We shall choose the Banach space X = C([0, T ], Hs(Rd)) for some
T > 0 and s ≥ 0 and the closed non-empty set M = B̄δ(X) ⊂ X, the ball of radius
δ > 0 in X centered at 0 ∈ X together with its boundary.

Let A(u) denote the right-hand side of the integral equation (1.3.4). We need to
prove that A maps an element in M to an element in M and that A is a contraction
operator. In other words, we need to prove that

∀u(t) ∈ C([0, T ], Hs(Rd)) : sup
t∈[0,T ]

‖u(t)‖Hs ≤ δ ⇒ sup
t∈[0,T ]

‖A(u(t))‖Hs ≤ δ

and there is q ∈ (0, 1) such that

∀u(t), v(t) ∈ C([0, T ], Hs(Rd)) : sup
t∈[0,T ]

‖u(t)‖Hs , sup
t∈[0,T ]

‖v(t)‖Hs ≤ δ

⇒ sup
t∈[0,T ]

‖A(u(t)− v(t))‖Hs ≤ q sup
t∈[0,T ]

‖u(t)− v(t)‖Hs .

To be able to prove these two properties, we may need to adjust the choice of T > 0,
δ > 0, and s ≥ 0.

By the triangle inequality and the norm preservation (1.3.3), we obtain

‖A(u(t))‖Hs ≤ ‖eitΔu0‖Hs +
∫ t

0

∥∥∥ei(t−t′)Δ
(
V u(t′) + f(|u(t′)|2)u(t′)

)∥∥∥
Hs

dt′

≤ ‖u0‖Hs +
∫ t

0

(
‖V u(t′)‖Hs + ‖f(|u(t′)|2)u(t′)‖Hs

)
dt′.

If V ∈ Cs
b (R

d) for the same s ≥ 0, there is a constant CV > 0 that depends on
‖V ‖Cs

b
such that

‖V u‖Hs ≤ CV ‖u‖Hs .

If f is analytic in variable |u|2 and f(0) = 0, then f(|u|2)u can be expressed by the
convergent Taylor series f(|u|2)u =

∑∞
k=1 fk|u|2ku for some coefficients {fk}k∈N.

To bound the powers of the Taylor series, it would be useful to have an estimate
like

∃Cs > 0 : ∀u, v ∈ Hs(Rd) : ‖uv‖Hs ≤ Cs‖u‖Hs‖v‖Hs .

This bound above holds for s > d
2 because Hs(Rd) for s > d

2 is a Banach algebra
with respect to multiplication (Appendix B.1). Using this bound, we obtain

‖f(|u|2)u‖Hs ≤
∞∑
k=1

|fk|C2k
s ‖u‖2k+1

Hs .

We also recall that space C0
b ([0, T ]) also forms a Banach algebra with respect to mul-

tiplication. Therefore, assuming that s > d
2 , we can close the bound on ‖A(u(t))‖Hs

by

sup
t∈[0,T ]

‖A(u(t))‖Hs ≤ ‖u0‖Hs + T (CV + Cu(δ)) sup
t∈[0,T ]

‖u(t)‖Hs ,
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where

Cu(δ) =
∞∑
k=1

|fk|C2k
s δ2k <∞

and δ = supt∈[0,T ] ‖u(t)‖Hs is sufficiently small. If we choose δ ≥ 2‖u0‖Hs , then the
integral operator A(u) in the integral equation (1.3.4) maps B̄δ(C([0, T ], Hs(Rd)))
to itself if T > 0 satisfies the inequality

T (CV + Cu(δ)) ≤ 1
2
. (1.3.5)

To achieve a contraction of the integral operator A(u), we note that for any u, v ∈
C([0, T ], Hs(Rd)),

sup
t∈[0,T ]

‖V (u− v)‖Hs ≤ CV sup
t∈[0,T ]

‖u− v‖Hs ,

sup
t∈[0,T ]

‖f(|u|2)u− f(|v|2)v‖Hs ≤ Cuv(δ) sup
t∈[0,T ]

‖u− v‖Hs ,

where CV is the same constant and

Cuv(δ) =
∞∑
k=1

(2k + 1)|fk|C2k
s δ2k.

For instance, if f(|u|2) = |u|2, then Cu(δ) = δ2 and Cuv(δ) = 3δ2. The con-
traction of A(u) in B̄δ(C([0, T ], Hs(Rd))) is achieved if T > 0 satisfies another
inequality

T (CV + Cuv(δ)) < 1. (1.3.6)

By the Banach Fixed-Point Theorem, there exists a unique solution in the ball of
radius δ > 0 in C([0, T ], Hs(Rd)) with s > d

2 and δ ≥ 2‖u0‖Hs , where T > 0
is chosen to satisfy the constraints (1.3.5) and (1.3.6) simultaneously. The con-
tinuous dependence from u0 ∈ Hs(Rd) also follows from the Banach Fixed-Point
Theorem.

Step 4: Differentiability in time. We can iterate back the obtained solution of
the integral equation (1.3.4) to a solution of the partial differential equation (1.3.1).
Recall that Hs(Rd) is the Banach algebra with respect to multiplication for s > d

2

and if u ∈ Hs, then Δu ∈ Hs−2 for any s ≥ 0. As a result, if u is a solution of the
integral equation (1.3.4), then

−Δu + V u + f(|u|2)u ∈ C([0, T ], Hs−2(Rd)).

Integrating the evolution equation (1.3.1) in time, we obtain

u(t) ∈ C1((0, T ), Hs−2(Rd)).

The end points of [0, T ] can be included since [0, T ] constructed in Step 3 is not the
maximal existence interval. The proof of Theorem 1.1 is now complete.

Exercise 1.20 Consider a system of coupled NLS equations,

iut = −AΔu +∇ūW (u, ū),
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where u ∈ C
n, A is a Hermitian matrix in M

n×n, and W (u, ū) : C
n ×C

n → R is a
homogeneous quartic polynomial in variables u and ū. Prove local well-posedness
of the system of coupled NLS equations in C([0, T ], Hs(Rd,Cn)) for some T > 0
and s > d

2 .

It is tempting to iterate the arguments of fixed-point iterations to a proof of the
global existence of the solution u(t) for all t ∈ R+ using u(T ) as a new initial data for
another time step on [T, T +T ′] with T ′ > 0. However, we will immediately get into
trouble because the existence time T in Theorem 1.1 is inversely proportional to the
radius δ of the ball in function space C([0, T ], Hs(Rd)) as follows from constraints
(1.3.5) and (1.3.6) with the nonlinear terms in Cu(δ) and Cuv(δ). As a result, the
sequence of the time steps {Tn}n≥1 may converge to zero, while the sequence of
initial data {u(tn)}n≥1 with tn = T1 + ... + Tn may diverge to infinity in Hs norm
with tn < ∞ as n → ∞. Therefore, to prove global well-posedness, we need to
control the Hs norm of the solution u(t) on an elementary time interval [0, T ]. To
do so, we can use the conserved quantities for the nonlinear Schrödinger equation
(Section 1.2.1).

For simplicity, we shall consider d = 1 and the power nonlinear function

f(|u|2) = σ(p + 1)|u|2p

for an integer p ≥ 1 and σ ∈ {1,−1}. The following theorem gives global existence
for some values of p and σ.

Theorem 1.2 Let u0 ∈ H1(R), V ∈ C1
b (R), and f(|u|2) = σ(p + 1)|u|2p for an

integer p ≥ 1. If σ = 1 or σ = −1 and p = 1 or σ = −1, p = 2, and ‖u0‖L2

is sufficiently small, then the initial-value problem (1.3.1) admits a unique global
solution u(t) ∈ C(R+, H

1(R)) satisfying u(0) = u0.

Proof Local well-posedness holds in H1(R) since s = 1 exceeds d
2 = 1

2 . Therefore,
we only need to control ‖u(T )‖H1 in terms of ‖u0‖H1 for the local solution u(t) ∈
C([0, T ], H1(R)). Because V ∈ C1

b (R), we can assume that V (x) ≥ 0 for all x ∈ R.
This assumption does not limit the generality of our approach since a transformation
u(x, t) = ũ(x, t)e−iω0t with ω0 = minx∈R V (x) gives the same nonlinear Schrödinger
equation for ũ(x, t) but with V (x) replaced by

Ṽ (x) = V (x)−min
x∈R

V (x) ≥ 0.

If we can show that ũ(x, t) exists for all t ∈ R+ in H1(R), then u(x, t) is also defined
for all t ∈ R+ in H1(R).

Recall the conserved quantity for the energy and power of the nonlinear
Schrödinger equation (Section 1.2.1):

E = ‖∇u‖2L2 + ‖V 1/2u‖2L2 + σ‖u‖2(p+1)

L2(p+1) , Q = ‖u‖2L2 .

By the Sobolev Embedding Theorem (Appendix B.10), H1(R) is continuously em-
bedded into L2(p+1)(R) for any p ≥ 0. If σ = 1 and u0 ∈ H1(R), then E,Q < ∞
and by conservation of these quantities, we obtain that

‖u(t)‖H1 ≤
√
Q + E, t ∈ [0, T ].
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This is enough to guarantee global existence, since the local solution in C([0, T ],
H1(R)) can be uniquely continued to C(R+, H

1(R)) with the same time step T > 0.
If σ = −1, we need an additional inequality to control the balance between norms

in H1(R) and L2(p+1)(R). This inequality is known as the Gagliardo–Nirenberg
inequality (Appendix B.5):

∃Cp > 0 : ∀u ∈ H1(R) : ‖u‖2(p+1)

L2(p+1) ≤ Cp‖∇u‖pL2‖u‖2+p
L2 .

Using the conserved quantities and the Gagliardo–Nirenberg inequality, we obtain

E ≥ ‖∇u‖2L2 − CpQ
1+p/2‖∇u‖pL2 .

If p = 1, we obtain the bound

‖u(t)‖H1 ≤ Q1/2 +
1
2
C1Q

3/2 +

√
E +

1
4
C2

1Q
3, t ∈ [0, T ],

which gives global existence by extending the local solution u(t) from [0, T ] to R+.
If p = 2, the norm ‖∇u‖2L2 is bounded by E only if u0 ∈ H1(R) is sufficiently

small such that C2Q
2 < 1. If p > 2, the above method fails to control the H1 norm

of u(t) for any initial data with finite E and Q.

We mention that no global well-posedness in H1(R) can be proved for p > 2 and
for p = 2 with large initial data u0 ∈ H1(R). Indeed, the finite-time blow-up in H1

norm is known to occur in these cases [133, 167, 199].

Exercise 1.21 Consider the NLS equation with power nonlinearity in one dimen-
sion

iut + uxx + (p + 1)|u|2pu = 0 (1.3.7)

and derive the evolution equation for the second moment

d2

dt2

∫
R

x2|u(x, t)|2dx = 4pE + 8
(
1− p

2

)
‖∇u‖2L2 ,

for the solution u(t) ∈ C([0, T ], H2(R)). Prove that the finite-time blow-up always
occurs if E < 0 and p ≥ 2.

Exercise 1.22 Consider the quintic NLS equation in one dimension

iut + uxx + 3|u|4u = 0 (1.3.8)

and show that it admits an exact solution in the form

u(x, t) = a(t) sech1/2(2a2(t)x)eiθ(t)+ix2b(t),

where a, b, and θ are some functions of t. Find equations for a, b, and θ and construct
an exact solution describing a finite-time blow-up at the critical power Q = π

2 .

If we try to extend the global well-posedness analysis for d ≥ 2, the first problem
we will be facing is the lack of the local existence in space H1(Rd). Thanks to the
Gagliardo–Nirenberg inequality (Appendix B.5), we are able to control the norm
in L2p+2(Rd) in terms of the norm in H1(Rd) for p ∈ [0, 2

d−2 ). As a result, we can
still control the H1 norm of the solution u(t) in the subcritical case p < 2

d by using
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conserved quantities E and Q. However, we are not able to control the higher-order
Sobolev norm Hs for s > d

2 , where local well-posedness holds. This obstacle has
been removed when the local well-posedness theory was pushed down below the
constraint s > d

2 and down below s = 1 [30, 133, 201]. As a result, global well-
posedness of the nonlinear Schrödinger equation for d ∈ {1, 2, 3} has been proved
for σ = −1 or σ = 1 and p < 2

d or σ = 1, p = 2
d , and ‖u0‖L2 is sufficiently

small [199].

1.3.2 The discrete nonlinear Schrödinger equation

Let us consider the initial-value problem for the DNLS equation,{
iu̇n(t) = −Δun + Vnun + f(|un|2)un,

un(0) = un,0,
(1.3.9)

where {un(t)}n∈Zd : R+ → R
Z
d

, Δ is the discrete Laplacian on the d-dimensional
cubic lattice

Δun =
d∑

j=1

(
un+ej + un−ej − 2un

)
,

{Vn}n∈Zd ∈ R
Z
d

is a bounded potential, and f(|un|2) : R+ → R is a real analytic
function. We shall prove that the initial-value problem (1.3.9) enjoys local and
global well-posedness in the discrete space l2s(Z

d) for any s ≥ 0, independently
of the dimension of the lattice d ≥ 1 and the power in the nonlinear function f .
Moreover, we will show that the unique solution is continuously differentiable in
time in the same space l2s(Z

d). These nice properties are explained partly by the
boundedness of the discrete Laplacian operator and partly by the cancelation of the
nonlinear term in the time evolution of the l2s norm. In what follows, the sequence
{un(t)}n∈Zd in a discrete vector space is denoted by u(t).

Theorem 1.3 Fix s ≥ 0 and let u0 ∈ l2s(Z
d). Assume that V ∈ l∞(Zd) and f is

analytic in its variable. There exists a unique solution u(t) ∈ C1(R, l2s(Z
d)) of the

initial-value problem (1.3.9) that depends continuously on initial data u0.

Proof To prove local existence, it is sufficient to write the initial-value problem
(1.3.9) in the integral form

u(t) = u0 − i
∫ t

0

(
−Δ̂u(t′) + V̂ u(t′) + f̂(|u(t′)|2)u(t′)

)
dt′, (1.3.10)

where Δ̂, V̂ , and f̂(|u|2) are operator extensions of Δ, V , and f(|u|2) acting on
u ∈ l2s(Z

d).
We do not need to worry about linear estimates and Duhamel’s principle (Steps

1 and 2 in the proof of Theorem 1.1) because the discrete Laplacian is a positive
bounded operator. Indeed, we have

〈u, (−Δ)u〉l2 =
∑
n∈Zd

d∑
j=1

|un+ej − un|2 ≥ 0
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and

〈u, (−Δ)u〉l2 ≤ 2d‖u‖2l2 +
∑
n∈Zd

|un|
d∑

j=1

(|un+ej |+ |un−ej |) ≤ 4d‖u‖2l2 ,

where the Cauchy–Schwarz inequality is used in the last inequality.
Using the fact that l2s(Z

d) forms a Banach algebra with respect to multiplication
for any s ≥ 0 and d ≥ 1 (Appendix B.1), we see that the right-hand side of the inte-
gral equation (1.3.10) defines a Lipschitz continuous map in a ball Bδ of radius δ > 0
in C([0, T ], l2s(Z

d)) for any T > 0. Furthermore, choosing u0 ∈ l2s(Z
d) and a suffi-

ciently small T > 0, we can also make the Lipschitz constant strictly smaller than
unity. We thus have a contraction in Bδ(C([0, T ], l2s(Z

d))), and a unique fixed point
of the integral equation (1.3.10) exists by the Banach Fixed-Point Theorem (Ap-
pendix B.2). Since (−Δ) is a bounded positive operator, the integral of a continuous
function gives a continuously differentiable function, hence u(t) ∈ C1([0, T ], l2s(Z

d)).
To extend T to infinity, it is sufficient to derive a global bound on the l2s norm

of the solution. Multiplying (1.3.9) by ūn and subtracting the complex conjugate
equation, we eliminate the nonlinear term in the equation

i
d

dt
|un|2 = unΔūn − ūnΔun, n ∈ Z

d.

By the Cauchy–Schwarz inequality, there is a constant Cs,d > 0 such that∑
n∈Zd

(1 + n2)s|un||un+ej | ≤ Cs,d‖u‖2l2s

for any j ∈ {1, 2, ..., d}. Therefore, it follows from the integral equation

|un(t)|2 = |un(0)|2 + i
∫ t

0

[ūn(t′)Δun(t′)− un(t′)Δūn(t′)] dt′

that

‖u(t)‖2l2s ≤ ‖u(0)‖2l2s + 4dCs,d

∫ t

0

‖u(t′)‖2l2sdt
′.

By Gronwall’s inequality (Appendix B.6), we have

‖u(t)‖2l2s ≤ ‖u0‖2l2se
4dCs,d|t|, ∀t ∈ R,

which proves that u(t) ∈ C1(R, l2s(Z
d)). This bound also gives the continuous de-

pendence of u(t) from u0.

Remark 1.1 Embedding of l2s(Z
d) into l1(Zd) for s > d

2 implies that the unique
solution of the initial-value problem (1.3.9) in C1(R, l2s(Z

d)) for s > d
2 also belongs

to space C1(R, l1(Zd)).

Remark 1.2 Because of the global conservation of the l2 norm, we know that
‖u(t)‖l2 = ‖u0‖l2 . However, we have no control of lim supt→∞ ‖u(t)‖l2s for s > 0,
which may generally diverge.
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Exercise 1.23 Prove local well-posedness in l2s(Z) for any s ≥ 0 of the discrete
nonlinear Klein–Gordon equation,

ün −Δun + u3
n = 0,

where {un(t)}n∈Z : R→ R
Z.

1.3.3 The nonlinear Dirac equations

Let us consider the initial-value problem for the nonlinear Dirac equations,{
i(ut + ux) + v = ∂ūW (u, ū, v, v̄), u(0) = u0,

i(vt − vx) + u = ∂v̄W (u, ū, v, v̄), v(0) = v0,
(1.3.11)

where (u, v) ∈ C
2, (x, t) ∈ R

2, and W (u, ū, v, v̄) : C
4 → R is given by Lemma 1.4,

W (u, ū, v, v̄) ≡W (|u|2 + |v|2, |u|2|v|2, ūv + uv̄). (1.3.12)

System (1.3.11) can be written as a semi-linear equation,

d

dt
u = iAu− if(u), (1.3.13)

where u = (u, v) ∈ C
2, A = σ1 + iσ3∂x is a differential operator defined by the

Pauli matrices, and f(u) = (∂ūW,∂v̄W ) is a nonlinear vector field.
Since A is a differential operator with constant coefficients, its spectrum σ(A)

in L2(R) is purely continuous. The location of σ(A) is found using the Fourier
transform from the range of σ(A(k)), where A(k) = σ1 − kσ3 is a continuous
family of 2 × 2 symmetric matrices for all k ∈ R. The two eigenvalues of A(k) are
λ±(k) = ±

√
1 + k2, so that

σ(A) = (−∞,−1] ∪ [1,∞).

Because eitA(k) is a unitary matrix operator for all k ∈ R, the linear evolution
operator enjoys the norm-preservation property

∀u ∈ Hs(R) : ‖eitAu‖Hs = ‖u‖Hs , s ≥ 0. (1.3.14)

Local well-posedness in C([0, T ], Hs(R)) for any s > 1
2 follows from the integral

formulation of the semi-linear equation (1.3.13) and the norm-preserving properties
of the group eitA in Hs(R).

Theorem 1.4 Assume that W is an analytic function (1.3.12) in its variables.
Fix s > 1

2 and let u0 ∈ Hs(R). There exist a T > 0 such that the nonlinear Dirac
equations (1.3.11) admit a unique solution

u(t) ∈ C([0, T ], Hs(R)) ∩ C1([0, T ], Hs−1(R)),

where u(t) depends continuously on the initial data u0.

Proof Since A is a self-adjoint operator from H1(R) to L2(R), then eitA is a unitary
norm-preserving operator in Hs for any s ≥ 0. By Duhamel’s principle, we write
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the semi-linear equation (1.3.13) with the initial data u(0) = u0 in the integral
form,

u(t) = eitAu0 − i
∫ t

0

ei(t−t′)Af(u(t′))dt′. (1.3.15)

Because W is an analytic function of its arguments and Hs(R) is a Banach algebra
with respect to multiplication for any s > 1

2 , f is a C∞ map from Hs to itself. By
the norm-preservation property (1.3.14), the integral operator in equation (1.3.15)
is a Lipschitz map in a ball of radius δ > 0 in C([0, T ], Hs(R)) provided T > 0 is
sufficiently small. Moreover, it is a contraction for a sufficiently small T > 0, which
gives existence of a unique fixed point u(t) ∈ C([0, T ], Hs(R)) and a continuous
dependence of u(t) from u0.

Finally, u(t) ∈ C1([0, T ], Hs−1(R)) follows from A : Hs(R) → Hs−1(R) and
bootstrapping arguments for system (1.3.13).

Global well-posedness of the nonlinear Dirac equations (1.3.11) in C(R, H1(R))
follows from the energy estimates if W ≡W (|u|2 + |v|2, |u|2|v|2). These arguments
are given by Goodman et al. [72] for the particular example W = (|u|2 + |v|2)2 +
2|u|2|v|2.

Theorem 1.5 Assume that W is a polynomial in variables |u|2 and |v|2. The
local solution of Theorem 1.4 is extended to the global solution in C(R, H1(R)).

Proof To extend the solution u(t) of Theorem 1.4 for all t ∈ R, it is sufficient to
prove that if T0 is an arbitrary time, then the Hs norm of the solution satisfies the
estimate

sup
t∈[0,T0]

‖u(t)‖Hs ≤ C(T0), (1.3.16)

where the constant C(T0) is finite for T0 < ∞ but may grow as T0 → ∞. By the
power conservation, we have

‖u(t)‖L2 = ‖u0‖L2 , t ∈ R+. (1.3.17)

To consider the H1 norm, we multiply the first equation of system (1.3.11) by
|u|2pū and the second equation by |v|2pv̄ for a fixed p > 0, add the two equations,
and take the imaginary part. If W depends only on |u|2 and |v|2, the nonlinear
function is canceled out and we obtain

1
p + 1

∂t
(
|u|2p+2 + |v|2p+2

)
+

1
p + 1

∂x
(
|u|2p+2 − |v|2p+2

)
= i(vū− v̄u)(|u|2p−|v|2p).

Integrating this balance equation on x ∈ R for a local solution in C([0, T ], Hs(R))
and using inequality |u||v| ≤ 1

2 (|u|2 + |v|2), we obtain the energy estimate

d

dt
‖u(t)‖2p+2

L2p+2 ≤ 4(p + 1)‖u(t)‖2p+2
L2p+2 . (1.3.18)

By Gronwall’s inequality (Appendix B.6), we have

‖u(t)‖L2p+2 ≤ e2|t|‖u0‖L2p+2 , t ∈ R. (1.3.19)
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Since the estimate holds for any p > 0, it holds for p → ∞ and gives a direct a
priori estimate on the L∞ norm of the local solution. The bound on the L∞ norm
is needed to control the growth rate of the L2 norm of the x-derivative of u(t).

Taking x-derivatives and performing a similar computation, we obtain the balance
equation

∂t
(
|∂xu|2 + |∂xv|2

)
+ ∂x

(
|∂xu|2 − |∂xv|2

)
= i (∂xu∂x∂ū + ∂xv∂x∂v̄ − ∂xū∂x∂u − ∂xv̄∂x∂v)W.

Let W be a polynomial of degree (N +1) in variables |u|2 and |v|2, where N ≥ 1.
Integrating over x ∈ R for a polynomial W and using bound (1.3.19), we obtain
the estimate

d

dt
‖∂xu(t)‖2L2 ≤ CW e4N |t|‖∂xu(t)‖2L2 ,

where the constant CW > 0 depends on the coefficients of W . By Gronwall’s in-
equality again, we obtain

‖∂xu(t)‖2L2 ≤ e
CW
4N (e4N|t|−1)‖∂xu0‖2L2 , t ∈ R. (1.3.20)

The exponential factor remains bounded for any finite time T0 > 0 in (1.3.16). This
gives global well-posedness in the H1 norm.

Remark 1.3 Unlike the NLS equation (1.3.1), the conserved quantities H and P

of the nonlinear Dirac equations (1.3.11) (Section 1.2.3) are not useful for analysis
of global well-posedness because the quadratic parts of H and P are sign-indefinite.
Nevertheless, conservation of power Q is still used in the proof of Theorem 1.5.

If W also depends on (ūv + uv̄), the energy estimates of the Lp norm include
nonlinear terms which may lead to the finite-time blow-up of solutions in L∞ and
H1 norms. However, no results on blow-up in the nonlinear Dirac equations have
been reported to date.

Exercise 1.24 Prove local well-posedness in Hs(R) for s > 1
2 of the multi-

component system of nonlinear Dirac equations,

i (∂tuk + αk∂xuk) +
n∑

l=1

βk,lul = fk(u, ū), k ∈ {1, 2, ..., n},

where u = (u1, u2..., un) ∈ C
n, (x, t) ∈ R × R, (α1, ..., αn) ∈ R

n, β is a Hermitian
matrix in M

n×n, and f(u, ū) : C
n × C

n → R
n is a homogeneous cubic polynomial

in variables u and ū.

1.4 Integrable equations and solitons

Among the class of the Gross–Pitaevskii equation and its asymptotic reductions,
there exist remarkable integrable equations, which can be solved analytically by
a method called the inverse scattering transform. This method is used when the
nonlinear evolution equation in variables (x, t) is associated with a pair of linear
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operators, one of which determines the spectral problem for a fixed t and the other
one determines evolution of the spectral data in t. The potentials of the linear
operators are expressed by solutions of the nonlinear evolution equation under the
condition that the spectral problem has a t-independent spectrum. The inverse
scattering transform is described elsewhere [1, 2].

Since asymptotic reductions of the Gross–Pitaevskii equations lead often to in-
tegrable equations, this book will not be complete without a brief reference to
these equations and the exact analytical solutions describing localized modes. In
the context of integrable equations, these localized modes are referred to as soli-
tons. Unfortunately, the Gross–Pitaevskii equation with a periodic potential does
not reduce to an integrable equation (Section 1.4.2). Nevertheless, the stationary
Gross–Pitaevskii equation with periodic linear and nonlinear coefficients can be
integrable and can admit exact localized modes (Section 3.3.1).

The inverse scattering transform is thought to be a nonlinear version of the
Fourier transform method for solutions of linear partial differential equations with
constant coefficients. It consists of the following three steps.

• Spectral data are computed for the spectral problem, when the potential is given
by the initial data at t = 0.

• Time dependence of the spectral data is found from the linear evolution problem
for all t > 0.

• The inverse problem is solved to recover the potential for t > 0 from the t-
dependent spectral data.

In addition to solving the Cauchy problem for integrable nonlinear evolution
equations, the inverse scattering transform method offers a universal algorithm
for construction of exact stationary and traveling solutions, exact solutions of the
linearized stability problems associated with the stationary and traveling solutions,
and exact solutions describing the long-term nonlinear dynamics, instabilities and
interactions of localized modes.

It turns out that every class of nonlinear evolution equations described in this
chapter has a representative among the class of integrable equations. It will be
sufficient for our purpose to consider only the focusing version of these equations,
so we will set σ = −1 in all equations below. The list of integrable equations opens
with the cubic nonlinear Schrödinger equation,

iut + uxx + |u|2u = 0, (1.4.1)

where u(x, t) : R× R→ C.
The coupled nonlinear Schrödinger equations are integrable for the rotation-

invariant cubic nonlinear function,

iut + uxx + ‖u‖2Cnu = 0, (1.4.2)

where u(x, t) : R × R → C
n. For n = 2, the vector extension of the nonlinear

Schrödinger equation is referred to as the Manakov system,{
iut + uxx + (|u|2 + |v|2)u = 0,
ivt + vxx + (|u|2 + |v|2)v = 0,

(1.4.3)

where (u, v)(x, t) : R× R→ C
2.
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Among the nonlinear Dirac equations, the integrable system is referred to as the
massive Thirring model, {

i(ut + ux) + v + |v|2u = 0,

i(vt − vx) + u + |u|2v = 0,
(1.4.4)

where (u, v)(x, t) : R× R→ C
2.

Finally, the integrable discrete nonlinear Schrödinger equation is referred to as
the Ablowitz–Ladik lattice,

iu̇n + un+1 − 2un + un−1 + |un|2(un+1 + un−1) = 0, (1.4.5)

where {un(t)}n∈Z : R→ C
Z.

For the sake of briefness, we shall only describe the inverse scattering transform
method for the nonlinear Schrödinger equation (1.4.1) (Section 1.4.1). The other in-
tegrable equations (1.4.2)–(1.4.5) can be treated similarly. In particular, the inverse
scattering method for the Ablowitz–Ladik lattice (1.4.5) can be considered to be a
semi-discretization of the inverse scattering method for the nonlinear Schrödinger
equation (1.4.1), where differential operators are replaced by difference operators.
The inverse scattering transform for the coupled NLS equations (1.4.2) and the
Ablowitz–Ladik lattice (1.4.5) is described in full details by Ablowitz et al. [2].

We will also show that a general nonlinear Schrödinger equation with variable
coefficients in space x and time t can be treated similarly to the cubic nonlin-
ear Schrödinger equation (1.4.1) if the variable coefficients satisfy some constraints
(Section 1.4.2). While finding these constraints becomes popular in physics liter-
ature from time to time, the Gross–Pitaevskii equation with a periodic potential
does not belong to the list of integrable nonlinear evolution equations.

1.4.1 The NLS equation with constant coefficients

Let us consider the following pair of linear equations

∂xψ = (Q(u) + λσ3)ψ, ∂tψ = A(λ, u)ψ, (1.4.6)

where λ ∈ C is the spectral parameter, ψ(x, t) : R× R→ C
2 is the wave function,

σ3 is the Pauli matrix, Q(u) and A(λ, u) are 2× 2 matrices in the form

Q(u) =
[

0 −u
ū 0

]
, A(λ, u) = 2iλ2σ3 + i|u|2σ3 + 2iλQ(u) + iσ3Q(ux).

Let ψ ∈ C2(R×R) be a solution of system (1.4.6) such that ∂x∂tψ = ∂t∂xψ. The
spectral parameter λ is independent of t and x if the linear system (1.4.6) satisfies
the compatability condition also known as the Lax equation,

∂tQ(u)− ∂xA(λ, u) + (Q(u) + λσ3)A(λ, u)−A(λ, u)(Q(u) + λσ3) = 0. (1.4.7)

Explicit differentiation and matrix multiplications show that the Lax equation
(1.4.7) is equivalent to the cubic nonlinear Schrödinger (NLS) equation,

iut + uxx + 2|u|2u = 0. (1.4.8)
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The spectral analysis of the first equation in the linear system (1.4.6) depends
on the localization of the bounded potential u(x). When the potential u(x) de-
cays exponentially at infinity, the spectral data are determined by the union of
the continuous and discrete spectra. The continuous spectrum is located along a
continuous curve on the complex λ plane. The discrete spectrum consists of a finite
number of isolated eigenvalues of finite multiplicity. When the potential u(x) decays
algebraically at infinity, the spectral data may have additional singularities such as
embedded eigenvalues in the continuous spectrum [115].

Let us assume that the bounded potential u(x) decays exponentially to zero as
|x| → ∞ so that

∃C > 0, ∃κ > 0 : |u(x)| ≤ Ce−κ|x|, x ∈ R. (1.4.9)

By Weyl’s Theorem (Appendix B.15), the location of the continuous spectrum
of the spectral problem

∂xψ = (Q(u) + λσ3)ψ (1.4.10)

is found from bounded solutions of the same problem (1.4.10) with

lim
x→∞

Q(u(x)) = Q(0) = O ∈M
2×2,

that is, for any λ ∈ iR. Let us define two sets

{φ+(x, k), φ−(x, k)} and {ψ+(x, k), ψ−(x, k)}

of linearly independent solutions of system (1.4.10) for λ = −ik, k ∈ R from the
boundary conditions

lim
x→−∞

e±ikxφ±(x, k) = e±, lim
x→+∞

e±ikxψ±(x, k) = e±, (1.4.11)

where e+ = (1, 0) and e− = (0, 1).
Interpreting the term Q(u) as the source term and solving the first-order linear

system (1.4.10) by variations of parameters, we obtain integral equations for the
first set of fundamental solutions,

φ+(x, k) = e−ikxe+ +
∫ x

−∞

[
e−ik(x−x′) 0

0 eik(x−x′)

]
Q(u(x′))φ+(x′, k)dx′

(1.4.12)

and

φ−(x, k) = eikxe− +
∫ x

−∞

[
e−ik(x−x′) 0

0 eik(x−x′)

]
Q(u(x′))φ−(x′, k)dx′,

(1.4.13)

where x ∈ R and k ∈ R. Let us consider the homogeneous integral equation

φ(x, k) =
∫ x

−∞

[
e−ik(x−x′) 0

0 eik(x−x′)

]
Q(u(x′))φ(x′, k)dx′, k ∈ R. (1.4.14)
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Because of the exponential decay (1.4.9), equation (1.4.14) implies for any x0 < 0
that

sup
x≤x0

‖φ(x, k)‖C2 ≤ Ceκx0 sup
x≤x0

‖φ(x, k)‖C2 .

For large negative x0, Ceκx0 < 1 and the only bounded solution of the homogeneous
integral equation (1.4.14) for x ∈ (−∞, x0] is the zero solution, which is hence
extended to the zero solution for all x ∈ R. By the Fredholm Alternative Theorem
(Appendix B.4), bounded solutions of the integral equation (1.4.12) for fixed k ∈ R

are uniquely defined for all x ∈ R including the limit x→∞, where we recover the
scattering problem

φ+(x, k) = a(k)ψ+(x, k) + b(k)ψ−(x, k), k ∈ R, (1.4.15)

with the scattering coefficients

a(k) = 1 +
∫
R

eikx
(
Q(u(x))φ+(x, k)

)
1
dx, k ∈ R (1.4.16)

and

b(k) =
∫
R

e−ikx
(
Q(u(x))φ+(x, k)

)
2
dx, k ∈ R. (1.4.17)

Although the scattering problem (1.4.15) is derived in the limit x → ∞, it is
valid for any x ∈ R, because one set of fundamental solutions {φ+(x, k), φ−(x, k)}
is linearly dependent on the other set of fundamental solutions {ψ+(x, k), ψ−(x, k)}
for all x ∈ R.

Since system (1.4.10) is nothing but{
(∂x + ik)ψ1 = −uψ2,

(∂x − ik)ψ2 = ūψ1,
(1.4.18)

it admits the following symmetry reduction: if (ψ1, ψ2) is a solution of system
(1.4.18) for k ∈ R, then (−ψ̄2, ψ̄1) is also a solution of the same system (1.4.18).
By uniqueness of solutions with boundary conditions (1.4.11), we conclude that

φ−(x, k) = σ1σ3φ̄
+(x, k), ψ−(x, k) = σ1σ3ψ̄

+(x, k), (1.4.19)

where σ1 is another Pauli matrix. Therefore, the scattering problem for φ−(x, k)
can be expressed from the scattering problem (1.4.15) by

φ−(x, k) = −b̄(k)ψ+(x, k) + ā(k)ψ−(x, k), (1.4.20)

for any x ∈ R and any k ∈ R.
Because the Wronskian of any two solutions of system (1.4.18) is independent

of x, the Wronskian of linearly independent solutions {φ+(x, k), φ−(x, k)} can be
computed in the limits x → −∞ and x → +∞. Using the scattering relations
(1.4.15) and (1.4.20), we obtain the relation between the scattering coefficients

|a(k)|2 + |b(k)|2 = 1, k ∈ R. (1.4.21)

Besides the continuous spectrum for λ ∈ iR that corresponds to the wave func-
tions φ±(·, k) ∈ L∞(R), the spectral problem (1.4.10) may have isolated eigenvalues
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λ /∈ iR that correspond to the eigenvectors in H1(R). Because the scattering co-
efficients a(k) and b(k) as well as the fundamental solutions φ±(·, k) /∈ L2(R) are
not singular for any k ∈ R, no eigenvalues may be located for k ∈ R, that is, for
λ ∈ iR. However, for a particular value k = ξj + iηj with ηj > 0, there may exist
an eigenvector φ+

j ∈ H1(R) of the spectral problem (1.4.10) that decays to zero
exponentially fast according to the boundary conditions

lim
x→−∞

e(iξj−ηj)xφ+
j (x) = e+, lim

x→+∞
e(−iξj+ηj)xφ+

j (x) = cje−, (1.4.22)

where cj is referred to as the norming constant. Compared with the definition of
the fundamental solution φ+(x, k) for k ∈ R, the eigenvector φ+

j (x) can be thought
to be identical to φ+(x, ξj + iηj) if there is a way to extend φ+(x, k) analytically
in the upper half of the complex k plane. The following lemma shows that this is
indeed the case.

Lemma 1.5 Let u ∈ L∞(R) satisfy the exponential decay (1.4.9). Then, for
any κ0 ∈ (0, 1

2κ), eikxφ+(x, k) and e−ikxψ−(x, k) are analytic functions of k for
Im(k) > −κ0 whereas e−ikxφ−(x, k) and eikxψ+(x, k) are analytic functions of k

for Im(k) < κ0.

Proof It is sufficient to prove the statement for the function

M(x, k) = eikxφ+(x, k).

The proof for the other functions is developed similarly. The integral equation
(1.4.12) is rewritten in the equivalent form{

M1(x, k) = 1−
∫ x

−∞ u(x′)M2(x′, k)dx′,

M2(x, k) =
∫ x

−∞ e2ik(x−x′)ū(x′)M1(x′, k)dx′,
x ∈ R, k ∈ R. (1.4.23)

Consider the Neumann series,

M1(x, k) = 1 +
∑
n∈N

m(2n)(x, k), M2(x, k) =
∑
n∈N

m(2n+1)(x, k),

where the terms are defined recurrently by{
m(2n−1)(x, k) =

∫ x

−∞ e2ik(x−x′)ū(x′)m(2n−2)(x′, k)dx′,

m(2n)(x, k) = −
∫ x

−∞ u(x′)m(2n−1)(x′, k)dx′,

for x ∈ R, k ∈ R, and n ∈ N. For any κ0 ∈ [0, 1
2κ), k ∈ {C : Im(k) > −κ0}, and

x < 0, we use the exponential decay (1.4.9) and obtain

|m(1)(x, k)| ≤
∫ x

−∞

∣∣∣e2ik(x−x′)ū(x′)
∣∣∣ dx′ =

∫ ∞

0

e2κ0y|u(x− y)|dy

≤ C

∫ ∞

0

e2κ0y−κ|x−y|dy =
C

κ− 2κ0
eκx
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and

|m(2)(x, k)| ≤
∫ x

−∞

∣∣∣u(x′)m(1)(x′, k)
∣∣∣ dx′

≤ C2

κ− 2κ0

∫ x

−∞
e2κx′

dx′ =
C2

2κ(κ− 2κ0)
e2κx.

By the induction method, for any x < 0 and k ∈ {C : Im(k) > −κ0} we obtain

|m(2n−1)(x, k)| ≤ C2n−1

(2κ)n−1(κ− 2κ0)n
eκ(2n−1)x,

|m(2n)(x, k)| ≤ C2n

(2κ)n(κ− 2κ0)n
eκ(2n)x, n ∈ N.

Therefore, the Neumann series for any x < 0 is majorized by the uniformly con-
vergent series for any k ∈ C such that Im(k) > −κ0. Since each function of the
Neumann series is analytic in k (because it does not depend on k̄), the uniformly
convergent series of the analytic function (function M(x, k) for x < 0) is analytic
in k in the same domain. The analyticity is then extended to x ≥ 0.

Because of Lemma 1.5, it follows from expressions (1.4.16) and (1.4.17) that

a(k) = 1−
∫
R

u(x)M2(x, k)dx, k ∈ R

is analytic for any Im(k) > −κ0, whereas

b(k) =
∫
R

e−2ikxū(x)M1(x, k)dx, k ∈ R

cannot be extended off the real k-axis in the general case. Comparison of the scat-
tering problem (1.4.15) with the boundary conditions (1.4.22) shows that a(ξj +
iηj) = 0, whereas the norming constant cj serves as an equivalent of b(k) at
k = ξj + iηj .

Note again the symmetry: if (ψ1, ψ2) is a solution of system (1.4.18) for k ∈ C,
then (−ψ̄2, ψ̄1) is also a solution of the same system (1.4.18) for k̄. Using this
symmetry, we can see that if k = ξj + iηj is the eigenvalue with the eigenvector
φ+
j (x) for ηj > 0, then k = ξj − iηj is also an eigenvalue with the eigenvector

φ−
j (x) = σ1σ3φ̄

+
j (x). (1.4.24)

We note that there is at most one eigenvector of the spectral problem (1.4.10) for
each value k = ξj +iηj since the other linearly independent solution is exponentially
growing as x → −∞. Therefore, the geometric multiplicity of the eigenvalue k =
ξj + iηj is one. If k = ξj + iηj with ηj > 0 is the mjth root of a(k) = 0, we say that
m is the algebraic multiplicity of the eigenvalue k = ξj + iηj .

Although we are not precise on the index j and on the algebraic multiplicity
of eigenvalue at k = ξj + iηj , we can show that the total number of eigenvalues
taking account of their algebraic multiplicity is finite thanks to the exponential
decay (1.4.9).
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Let us denote

D+ := {k ∈ C : Im(k) > 0} , D− := {k ∈ C : Im(k) < 0} .
The closed half-planes are denoted by D̄+ and D̄−.

Lemma 1.6 Let u ∈ L∞(R) satisfy the exponential decay (1.4.9). There exists at
most a finite number of eigenvalues of the spectral problem (1.4.10) taking account
of their algebraic multiplicity.

Proof By Lemma 1.5, functions M(x, k) = eikxφ+(x, k) and a(k) are analytic in
D̄+. Integrating equation (1.4.23) by parts for large k in D+ yields the asymptotic
expansion {

M1(x, k) = 1 + 1
2ik

∫ x

−∞ |u(x′)|2dx′ +O(k−2),

M2(x, k) = − 1
2ik ū(x) +O(k−2),

x ∈ R, (1.4.25)

which hence induces the asymptotic expansion

a(k) = 1 +
1

2ik

∫
R

|u(x)|2dx +O(k−2). (1.4.26)

Therefore, a(k) has no zeros for large values of k in D+ because lim|k|→∞ a(k) = 1
in D+. On the other hand, a(k) is analytic in D̄+ and hence it has only finitely
many zeros of finite multiplicities in D̄+.

Having identified both the continuous spectrum and the eigenvalues of the spec-
tral problem (1.4.10) for a given u(x), we should now address the inverse problem:
recover the potential u(x) from the given continuous spectrum and eigenvalues of
the spectral problem (1.4.10). Because the time evolution of spectral data is going
to be somewhat trivial (Exercise 1.25), the inverse problem will enable us to recover
solutions of the NLS equation (1.4.8) for any t > 0.

Exercise 1.25 Consider the time evolution of the second equation in system
(1.4.6) in the limit |x| → ∞, that is

∂tψ = 2iλ2σ3ψ,

and prove that the scattering data evolve in t ∈ R as follows:

a(k, t) = a(k, 0), b(k, t) = b(k, 0)e−4ik2t, cj(t) = cj(0)e−4i(ξj+iηj)
2t, (1.4.27)

where (ξj , ηj) are t-independent.

We shall now consider solutions of the inverse problem for the spectral prob-
lem (1.4.10). Let us rewrite the scattering relations (1.4.15) and (1.4.20) in the
equivalent form,{

μ+(x, k) = ν−(x, k) + ρ(k)e2ikxν+(x, k),

μ−(x, k) = ν+(x, k)− ρ̄(k)e−2ikxν−(x, k),
k ∈ R, (1.4.28)

where

μ+(x, k) =
1

a(k)
eikxφ+(x, k), μ−(x, k) =

1
ā(k)

e−ikxφ−(x, k),

ν+(x, k) = e−ikxψ−(x, k), ν−(x, k) = eikxψ+(x, k), and ρ(k) =
b(k)
a(k)

.
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We know from Lemmas 1.5 and 1.6 that μ±(x, k) are meromorphic functions in D̄±
and ν±(x, k) are analytic functions in D̄±. The boundary conditions

lim
|k|→∞

μ±(x, k) = e± and lim
|k|→∞

ν±(x, k) = e∓

hold in the corresponding domains D±. Using these data, we set up the Riemann–
Hilbert problem: find meromorphic extensions of 2× 2 matrix functions

m+(x, k) =
[
μ+(x, k), ν+(x, k)

]
, m−(x, k) =

[
ν−(x, k), μ−(x, k)

]
,

such that m±(x, k) → I ∈ M
2×2 as Im(k) → ±∞ from the jump condition on the

real axis

m+(x, k)−m−(x, k) = m−(x, k)W (x, k), k ∈ R, (1.4.29)

where

W (x, k) =

[
|ρ(k)|2 ρ̄(k)e−2ikx

ρ(k)e2ikx 0

]
.

Let us consider the two simplest solutions of the Riemann–Hilbert problem
(1.4.29).

Case I: Assume that a(k) has no zeros in D̄+, which implies that m±(x, k) are
analytic in D̄±.

Let f(z) : R → C be a continuous function such that lim|z|→∞ f(z) = 0. Let us
define Plemelej’s projection operators

(P±f)(z) =
1

2πi

∫
R

f(ζ)
ζ − (z ± i0)

dζ, (1.4.30)

where ±i0 indicates that if Im(z)→ 0, the contour of integration in ζ should pass z
from below for (P+f)(z) and from above for (P−f)(z). From the Cauchy Integral
Theorem, we know that f±(z) := (P±f)(z) is analytic in D̄± and f±(z) → 0 as
|z| → ∞ in D̄±. Complex integration shows that

lim
Im(z)→0

f±(z) =
1

2πi
p.v.

∫
R

f(ζ)
ζ − z

dζ ± 1
2
f(z), z ∈ R,

where p.v. denotes the principal value integral, and the limits are taken inside the
corresponding domains D̄±. Therefore, f+(z) and f−(z) solve the Riemann–Hilbert
problem,

f+(z)− f−(z) = f(z), z ∈ R,

for a given f ∈ C0
b (R) subject to the boundary conditions f±(z) → 0 as |z| → ∞

in D̄±.
Let f±(k) = m±(x, k) − I, k ∈ D̄± and f(k) = m−(x, k)W (x, k), k ∈ R. To

ensure the decay of f(k) at infinity, we need the decay of scattering coefficient ρ(k)
as |k| → ∞. The following lemma is obtained from Plemelej’s projection operators
(1.4.30).

Lemma 1.7 Assume that a(k) has no zeros in D̄+ and ρ(k) → 0 as |k| → ∞.
There exists a unique solution of the Riemann–Hilbert problem (1.4.29) in the form

m+(x, k) = I +
1

2πi

∫
R

m−(x, ξ)W (x, ξ)
ξ − (k + i0)

dξ (1.4.31)
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and

m−(x, k) = I +
1

2πi

∫
R

m−(x, ξ)W (x, ξ)
ξ − (k − i0)

dξ. (1.4.32)

From the solution (1.4.31)–(1.4.32) of the Riemann–Hilbert problem (1.4.29), we
can recover the solution of the inverse problem using the asymptotic expansions
(1.4.25) and (1.4.26) in inverse powers of k. It is clear that

m−(x, k)W (x, k) =
[
ρ(k)ψ−(x, k)eikx, ρ̄(k)ψ+(x, k)e−ikx

]
.

On the other hand, we have the asymptotic expansion in D̄+,

m+(x, k) = I − 1
2πik

∫
R

m−(x, ξ)W (x, ξ)dξ +O(k−2) as |k| → ∞. (1.4.33)

Comparing (1.4.33) with (1.4.25) and (1.4.26), we obtain

ū(x) =
1
π

∫
R

ρ(k)eikxψ−
2 (x, k)dk. (1.4.34)

Thanks to symmetry (1.4.19), equation (1.4.34) is equivalent to

u(x) =
1
π

∫
R

ρ̄(k)e−ikxψ+
1 (x, k)dk. (1.4.35)

Case II: Assume that a(k) has only simple zeros for Im(k) > 0 and ρ(k) = 0 for
all k ∈ R.

The Riemann–Hilbert problem (1.4.29) tells us that m+(x, k) = m−(x, k) repre-
sents a globally meromorphic function for all k ∈ R with a finite number of simple
poles. Therefore, we write

m±(x, k) = I +
∑
j

m+
j (x)

k − kj
+
∑
j

m−
j (x)

k − k̄j
,

where the range of summation in j is finite and kj = ξj + iηj with ηj > 0. It is
more convenient to rewrite this solution of the Riemann–Hilbert problem in the
component form

1
a(k)

eikxφ+(x, k) = eikxψ+(x, k) = e+ +
∑
j

eikjxφ+
j (x)

a′(kj)(k − kj)
(1.4.36)

and

e−ikxψ−(x, k) =
1

ā(k)
e−ikxφ−(x, k) = e− +

∑
j

e−ik̄jxφ−
j (x)

ā′(kj)(k − k̄j)
, (1.4.37)

where eigenvectors φ±
j (x) are defined by the boundary conditions (1.4.22) and sym-

metry (1.4.24). Using the norming constants, we set φ+
j (x) = cjψ

−
j (x) and rewrite

the second equation (1.4.37) in the equivalent form

e−ikxψ−(x, k) = e− +
∑
j

e−ik̄jxcjσ1σ3ψ
−
j (x)

ā′(kj)(k − k̄j)
. (1.4.38)
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By Lemma 1.5, function e−ikxψ−(x, k) is analytic in D̄+ and, hence, we can asso-
ciate ψ−

j (x) = ψ−
j (x, kj). As a result, the eigenvectors ψ−

j (x) are determined by the
system of algebraic equations

e−ikjxψ−
j (x) = e− +

∑
j

e−ik̄jxCjσ1σ3ψ
−
j (x)

(kj − k̄j)
, (1.4.39)

where Cj = cj/ā
′(kj). The inverse problem is solved from the asymptotic expansion

in inverse powers of k by

ū(x) = −2i
∑
j

Cje
ikjx(ψ−

j )2(x). (1.4.40)

Exercise 1.26 Show that if ρ(k) = 0 for all k ∈ R and a(k) has only simple zeros
in D+, then

a(k) =
∏
j

k − kj
k − k̄j

.

From solution (1.4.40) with only one zero of a(k), we obtain a soliton of the NLS
equation (1.4.8). Let Cj = 2iηje2ηjsj−iθj for convenience, where sj ∈ R and θj ∈ R.
Solving the system of two equations (1.4.39) for only one j, we obtain

ψ−
j (x) =

eikjx

1 + e−4ηj(x−sj)

[
−e−2ηj(x−sj)−iθj

1

]
.

Using the representation (1.4.40), we obtain the soliton at t = 0:

ū(x) = 2ηj sech (2ηj(x− sj))e2iξjx−iθj .

The time evolution of the scattering coefficients follows from equation (1.4.27) as

Cj(t) = 2iηje2ηjsje−4i(ξj+iηj)
2t−iθj .

As a result, we obtain the time-dependent soliton of the NLS equation (1.4.8),

ū(x, t) = 2ηj sech (2ηj(x− 4ξjt− sj))e2iξjx−4i(ξ2
j−η2

j )t−iθj ,

or explicitly,

u(x, t) = 2ηj sech (2ηj(x− 4ξjt− sj))e−2iξjx+4i(ξ2
j−η2

j )t+iθj . (1.4.41)

The exact soliton (1.4.41) is a stationary and traveling localized mode of the NLS
equation (1.4.8) with arbitrary parameters (sj , θj , ξj , ηj) ∈ R

4.

Exercise 1.27 Construct a solution of the Riemann–Hilbert problem (1.4.29)
with one double zero of a(k) in D+ and ρ(k) = 0 for all k ∈ R and find the
corresponding solution of the NLS equation (1.4.8).

Zeros of a(k) in D+ may bifurcate from zeros of a(k) on R when the potential
u(x) is continued along a parameter deformation. As a result of this bifurcation,
the number of eigenvalues of the discrete spectrum in the spectral problem (1.4.10)
jumps. These bifurcations in the context of the NLS equation have been studied by
Klaus & Shaw [116].
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Exercise 1.28 Consider system (1.4.18) for a real-valued potential u ∈ L1(R)
and prove that a(0) = 0 if and only if

∫
R
u(x)dx = π

2 (2n− 1), n ∈ N.

The inverse scattering transform is also useful to obtain exact eigenvectors and
eigenvalues of the spectral stability problem associated with the soliton of the NLS
equation (1.4.8). The corresponding expressions can be found in the paper of Kaup
[109], where some earlier results are also mentioned.

1.4.2 The NLS equation with variable coefficients

The inverse scattering transform can also be applied to the nonlinear Schrödinger
equation with variable coefficients in space x and time t. Besides the x-periodic
potentials, which are met in this book, the t-periodic coefficients in front of the linear
dispersive and cubic nonlinear terms are often used to model effects of dispersion
and diffraction management, and for nonlinearity management. It is common to
refer to the equations with time-dependent coefficients as non-autonomous systems
and to the equations with space-dependent coefficients as inhomogeneous systems.

Let us consider the cubic NLS equation with variable coefficients

iut + D(x, t)uxx + V (x, t)u + G(x, t)|u|2u = 0, (1.4.42)

where D(x, t), V (x, t), G(x, t) : R × R → R are given coefficients. We are looking
for the change of variables under which the NLS equation with variable coefficients
(1.4.42) reduces to the cubic NLS equation,

iUT + D0UXX + G0|U |2U = 0, (1.4.43)

where D0 and G0 are constant coefficients. The change of variables that transforms
(1.4.42) into (1.4.43) is known as the point transformation. Recall that the cubic
NLS equation (1.4.43) is integrable by the inverse scattering transform method
(Section 1.4.1).

The point transformation of (1.4.42) to (1.4.43) exists under certain constraints
on D(x, t), V (x, t), and G(x, t). An algorithmic search for the most general con-
straints on the coefficients of the equation can be performed with the method of
Lie group symmetries [21] because the existence of non-trivial commuting contin-
uous symmetries implies the possibility of a transformation of a given equation
with variable coefficients to an equation with constant coefficients. The transfor-
mation of a general NLS equation with variable coefficients (1.4.42) was studied
by Gagnon & Winternitz [61]. Some particular cases of this transformation were
recently rediscovered in the physics literature [8, 22, 188].

Consider the change of variables

T = T (x, t), X = X(x, t), u = u(X,T, U(X,T )).

The chain rule gives

ut = uXXt + uTTt + uU (UXXt + UTTt)
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and

uxx = uXXxx + uTTxx

+uU (UXXxx + UTTxx + UXX(Xx)2 + 2UXTXxTx + UTT (Tx)2)

+Xx(uXXXx + uXTTx + uXU (UXXx + UTTx))

+Tx(uTXXx + uTTTx + uTU (UXXx + UTTx))

+ (UXXx + UTTx)(uUXXx + uUTTx + uUU (UXXx + UTTx)).

Removing the terms U2
X and UTT , which are absent in the NLS equation (1.4.43),

we have constraints uUU = 0 and Tx = 0, so that

u(X,T, U) = Q(X,T )U + R(X,T ), T = T (t).

Removing terms U2, we set R(X,T ) ≡ 0. It is easier technically to write Q in
old variables (x, t), so that we write Q = Q(x, t). Expressing iUT from the NLS
equation (1.4.43) and removing terms UX , UXX , |U |2U , and U , we obtain the
remaining constraints

0 = iQXt + D(x, t)QXxx + 2D(x, t)QxXx, (1.4.44)

0 = D(x, t)
(Xx)2

T ′(t)
−D0, (1.4.45)

0 = G(x, t)
|Q|2
T ′(t)

−G0, (1.4.46)

0 = iQt + V (x, t)Q + D(x, t)Qxx. (1.4.47)

Constraints (1.4.44)–(1.4.47) on parameters of the transformation X(x, t), T (t),
and Q(x, t) on the one hand, and variable coefficients D(x, t), G(x, t), and V (x, t)
on the other hand, give non-trivial conditions for integrability of the NLS equation
with variable coefficients (1.4.42). Of course, there are too many possibilities in the
general transformation. Therefore, it is useful to consider a number of particular
examples.

Case I: Assume that D(x, t) ≡ D0 and G(x, t) ≡ G0.
Equations (1.4.44)–(1.4.46) admit solutions for X(x, t) and Q(x, t):

X(x, t) = x (T ′(t))1/2 , Q(x, t) = (T ′(t))1/2 exp
(
− ix2T ′′(t)

8D0T ′(t)

)
.

Substituting these expressions into the last equation (1.4.47), we obtain

V (x, t) =
x2(3(T ′′)2 − 2T ′T ′′′)

16D0(T ′)2
− iT ′′

4T ′ .

The requirement of V ∈ R sets up the constraint T ′′(t) = 0, after which V (x, t) ≡
0. As a result, the Gross–Pitaevskii equation with a potential V (x, t) is not an
integrable model for any choice of the potential.
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Case II: Assume that D = D(t) and G = G(t).
Equations (1.4.44)–(1.4.46) admit solutions for X(x, t) and Q(x, t):

X(x, t) = x

(
D0T

′(t)
D(t)

)1/2

,

Q(x, t) =
(
G0T

′(t)
G(t)

)1/2

exp
(
− ix2

8

(
T ′′(t)

T ′(t)D(t)
− D′(t)

D2(t)

))
.

Substituting these expressions into the last equation (1.4.47), we obtain

V (x, t) =
x2

8

(
T ′′

DT ′ −
D′

D2

)′
− Dx2

16

(
T ′′

DT ′ −
D′

D2

)2

+
i
4

(
T ′′

T ′ −
2G′

G
+

D′

D

)
.

The requirement of V ∈ R is satisfied if

T ′(t) =
G2(t)
D(t)

,

after which we find the potential V (x, t) = Ω2(t)x2 with

Ω2(t) = −D(t)D′′(t)− (D′(t))2

4D3(t)
+

G(t)G′′(t)− 2(G′(t))2

4D(t)G2(t)
+

D′(t)G′(t)
4D2(t)G(t)

.

Serkin et al. [188] obtain the same constraint using a direct search of the pair of Lax
operators for integrability of the NLS equation with variable coefficients (1.4.42).

Exercise 1.29 Assume that D = D(x), V = V (x), and G = G(x), and obtain
a constraint on coefficients D, V , and G for integrability of the NLS equation
with variable coefficients (1.4.42). Can this constraint be satisfied for real periodic
functions D, V , and G?

Exercise 1.30 Consider a linear wave–Maxwell equation with the variable speed,

utt − c2(x)uxx = 0,

where u(x, t) : R× R→ R and c2(x) : R→ R. Find the constraint on c(x) and the
change of variables (x, t, u) �→ (X,T, U), so that the linear wave–Maxwell equation
can be reduced to the Klein–Gordon equation,

UTT − UXX + κU = 0,

where U(X,T ) : R× R→ R and κ ∈ R is a constant coefficient.
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Justification of the nonlinear Schrödinger equations

As far as the laws of mathematics refer to reality, they are not certain, as far as they are
certain, they do not refer to reality.
– Albert Einstein.

The 20th century was the century of least squares, and the 21st may very well be that of
ell-one magic.
– B.A. Cipra, “Ell 1-magic”, SIAM News (November 2006).

Show us the equations! – a common wail of mathematicians when they hear
physicists speak. Physicists argue that even the basic physical laws may incorrectly
model nature. Physicists like to discuss various observations of real-world effects and
thus admit a freedom of juggling with model equations and their simplifications.

This approach is however unacceptable in mathematics. Even if one model can
be simplified to another model in a certain limit, mathematicians would like to
understand the exact meaning of this simplification, proving convergence in some
sense, studying bounds on the distance between solutions of the two models, and
spending years in searches for sharper bounds.

Since this book is written for young mathematicians, we shall explain elements
of analysis needed for rigorous justification of the nonlinear Dirac equations, the
nonlinear Schrödinger equation, and the discrete nonlinear Schrödinger equation, in
the context of the Gross–Pitaevskii equation with a periodic potential. Justification
of nonlinear evolution equations in other contexts has been a subject of intense
research in the past twenty years (see [186, 187] on the Korteweg–de Vries equations
for water waves, [66, 68] on the Boussinesq equations for Fermi–Pasta–Ulam lattices,
and [182, 183] on the Ginzburg–Landau equations for reaction–diffusion systems).

The models we are interested in are formally derived with the asymptotic multi-
scale expansion method (Section 1.1). Good news is that the scaling of the asymp-
totic multi-scale method and computations of the first terms of the asymptotic ex-
pansion can be incorporated into a rigorous treatment of the corresponding solution,
hence our previous results will be used for the work in this chapter. Nevertheless,
this time we shall go deeper into analysis of the Gross–Pitaevskii equation with a
periodic potential. In particular, we shall review elements of the Floquet–Bloch–
Wannier theory for Schrödinger operators with periodic potentials and develop non-
linear analysis involving decompositions in Sobolev and Wiener spaces, fixed-point
iteration schemes, implicit function arguments, and Gronwall’s inequality.



52 Justification of the nonlinear Schrödinger equations

We shall separate justification of the time-dependent and stationary equations for
localized modes in a periodic potential. Our reasoning is that the time-dependent
problem is governed by a hyperbolic system, while the stationary problem is given
by an elliptic system. Asymptotic reductions of hyperbolic systems hold generally
for large but finite time intervals, whereas reductions of parabolic and elliptic sys-
tems can be extended to all positive times with the invariant manifold theory. In
other words, time-dependent localized modes in periodic potentials may become de-
localized beyond finite time intervals, whereas the stationary localized modes can
be controlled for all times in an appropriate function space.

A general algorithm of the justification analysis for time-dependent problems
consists of the following four steps.

(1) Decompose the solution into the leading-order term, which solves a given non-
linear evolution equation in a formal limit ε→ 0, and a remainder term.

(2) Remove the non-vanishing part of the residual as ε → 0 by a normal form
transformation of the remainder term.

(3) Choosing an appropriate function space, prove that the residual of the time-
evolution problem maps elements of this function space to elements of the same
function space under some constraints on the leading-order term.

(4) Prove the local well-posedness of the time evolution problem for the remainder
term and control its norm by Gronwall’s inequality.

A general algorithm of the justification analysis for stationary problems reminds
us of the method of Lyapunov–Schmidt reductions (Section 3.2) and consists of the
following three steps.

(1) Decompose the solution into two components, one of which solves an ε-dependent
equation for a singular operator and the other one solves another ε-dependent
equation for an invertible operator.

(2) Prove the existence of a unique smooth map from the first (large) component
of the solution to the second (small) component of the solution uniformly as
ε→ 0.

(3) Approximate solutions of the ε-dependent equation for the first component by
solutions of the limiting equation as ε → 0 and estimate the distance between
the two solutions.

In both problems, we shall use similar function spaces, which generalize the space
of absolutely convergent infinite series. An alternative choice would be the space
of squared summable infinite series and its generalizations. There is a similarity
between analysis in the two different spaces, but we believe that our choice is
better suited for the problem of justification of asymptotic multi-scale expansions
for localized modes in periodic potentials.

2.1 Schrödinger operators with periodic potentials

Since we are working with the nonlinear evolution equations for localized modes in
periodic potentials, we shall start with a simpler linear problem. It is true here and
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in many other instances in the book that linear problems provide useful information
for solving nonlinear problems associated with the localized modes.

Let us start with the one-dimensional Schrödinger operator L = −∂2
x + V (x),

where V is a real-valued 2π-periodic potential on R. If V ∈ L∞(R), then the
operator L maps continuously H2(R) to L2(R) in the following sense. There exists
C > 0 such that

∀f ∈ H2(R) : ‖Lf‖L2 ≤ C‖f‖H2 . (2.1.1)

To see this bound, we use the Cauchy–Schwarz inequality and obtain

‖Lf‖2L2 =
∫
R

(
(f ′′)2 − 2V ff ′′ + V 2f2

)
dx

≤
∫
R

(f ′′)2dx + 2‖V ‖L∞

∫
R

|f ||f ′′|dx + ‖V ‖2L∞

∫
R

f2dx

≤ (‖f ′′‖L2 + ‖V ‖L∞‖f‖L2)2

≤ (1 + ‖V ‖L∞)2‖f‖2H2 .

As a result of bound (2.1.1), we conclude that H2(R) is continuously embedded
into the domain of operator L,

Dom(L) =
{
f ∈ L2(R) : Lf ∈ L2(R)

}
,

for which operator L is closed in L2(R).
Moreover, L is extended to a self-adjoint operator in L2(R), since

∀f, g ∈ H2(R) : 〈Lf, g〉L2 =
∫
R

(−f ′′ + V f)gdx

= (g′f − f ′g)
∣∣∣∣x→∞

x→−∞
+
∫
R

f(−g′′ + V g)dx

= 〈f, Lg〉L2 ,

where f(x), f ′(x)→ 0 as |x| → ∞ if f ∈ H2(R) (Appendix B.10).
Because L is self-adjoint in L2(R), the spectrum of L is a subset of the real

axis and the eigenvectors of L are orthogonal. Although these two properties follow
from the Spectral Theorem for any self-adjoint operator (Appendix B.11), we shall
clarify different representations which exist for solutions of the spectral problem
Lu = λu. In particular, we shall work with the Floquet theory [59] and the series
of periodic eigenfunctions (Section 2.1.1), the Bloch theory [20] and the integral
transform of quasi-periodic eigenfunctions (Section 2.1.2), and the Wannier theory
and the series of decaying functions (Section 2.1.3).

The first representation is described in the easy-reading text of Eastham [52]. The
second representation is covered in Chapter XIII of Volume IV of the mathematical
physics bible by Reed and Simon [176]. The third representation originates from the
classical paper of Kohn [117]. Although this theory is widely known by specialists (in
particular, in solid-state physics), we shall present a coherent introduction suitable
for young mathematicians.
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2.1.1 Floquet theory and the series of periodic eigenfunctions

When we deal with the spectrum of an operator L in L2(R), we set up the spectral
problem

Lu = λu, (2.1.2)

for an eigenfunction u ∈ Dom(L) ⊂ L2(R) and an eigenvalue λ ∈ C. Since
L = −∂2

x + V (x) is self-adjoint in L2(R), then λ ∈ R, and since Lu = λu becomes
a differential equation with real coefficients, we may choose a real-valued eigen-
function u ∈ L2(R). However, a striking feature of the spectral problem (2.1.2) for
L = −∂2

x + V (x) with 2π-periodic V (x) is the fact that it admits no solutions in
L2(R)!

Therefore, it may be strategically simpler to consider all possible solutions of
the differential equation (2.1.2) for x ∈ [0, 2π], thanks to the 2π-periodicity of the
potential V . Thus, we set

−u′′(x) + V (x)u(x) = λu(x), x ∈ (0, 2π), (2.1.3)

subject to some boundary conditions at x = 0 and x = 2π. To understand the
boundary conditions, let us view the second-order differential equation (2.1.2) in
the matrix–vector notation

d

dx

[
u

v

]
=
[

0 1
V (x)− λ 0

] [
u

v

]
(2.1.4)

or simply as

ẏ = A(x)y, y =
[

u

v

]
, A(x) =

[
0 1

V (x)− λ 0

]
. (2.1.5)

This formulation is common in dynamical system theory (since we work in the
space of one dimension). Because the dynamical system (2.1.5) is defined by a 2π-
periodic matrix A(x), the Floquet Theorem (Appendix B.3) states that there exists
a fundamental matrix of two linearly independent solutions Φ(x) ∈ M

2×2 of the
matrix system Φ̇ = A(x)Φ in the form

Φ(x) = P (x)exQ,

where P (x) ∈M
2×2 is 2π-periodic and Q ∈M

2×2 is x-independent.
If Φ(x) is normalized by the initial condition Φ(0) = I, then P (0) = I. The matrix

M = Φ(2π) = e2πQ is referred to as the monodromy matrix. A unique solution of
the vector system (2.1.5) starting with the initial condition y(0) = y0 is given by

y(x) = Φ(x)y0.

Repeated evolution of y(x) after several periods [0, 2π], [2π, 4π], and so on, depends
on the eigenvalues of M called Floquet multipliers.

Because the trace of matrix A(x) is zero for any x ∈ R, the Wronskian of two
solutions of the linear system (2.1.5) is constant in x, so that

det(M) = det(I) = 1.
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Let μ1 and μ2 be the two Floquet multipliers of M . Multipliers μ1 and μ2 are
defined by the roots of the quadratic equation

μ2 − μ tr(M) + 1 = 0. (2.1.6)

In particular, we note that μ1 + μ2 = tr(M) and μ1μ2 = 1.
By the Spectral Mapping Theorem (Appendix B.3), we have

σ(M) = e2π(σ(Q)+in), (2.1.7)

for any integer n, where σ(M) denotes the spectrum of eigenvalues of M . Eigen-
values of Q are referred to as the characteristic exponents. Because of the above
representation with an arbitrary integer n, characteristic exponents are uniquely
defined in the strip

−1
2
< Im(ν) ≤ 1

2
.

Let ν1 and ν2 be the two characteristic exponents. There are only three possi-
bilities for the values of Floquet multipliers and the corresponding characteristic
exponents.

Case I: |tr(M)| < 2.
It follows from the quadratic equation (2.1.6) that μ1, μ2 ∈ C and since μ2 = μ̄1,

then |μ1| = |μ2| = 1. Let k ∈ [0, 1
2 ] and define

μ1 = e2πik, μ2 = e−2πik.

From the spectral mapping (2.1.7), we recognize that ν1 = ik and ν2 = −ik. Since
the eigenvalues of Q are distinct, matrix Q is diagonalizable with a similarity trans-
formation

S−1QS =

[
ik 0

0 −ik

]

involving an invertible matrix S. The fundamental matrix Φ(x) is self-similar to

S−1Φ(x)S = S−1P (x)SexS
−1QS =

[
eikxu11(x) e−ikxu12(x)

eikxu21(x) e−ikxu22(x)

]
,

where ujl(x) for 1 ≤ j, l ≤ 2 are complex-valued 2π-periodic functions. Since com-
ponents of the first row of matrix Φ(x)S give two particular solutions of the scalar
equation (2.1.3) and since the equation has real-valued coefficients, the two solutions
have the form

u(x) = eikxw(x), ū(x) = e−ikxw̄(x),

where w(x) = w(x + 2π) for all x ∈ R. We note that u ∈ L∞(R) but u /∈ L2(R)
because u(x) is a quasi-periodic function of x ∈ R.
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Case 2: |tr(M)| > 2.
It follows from the quadratic equation (2.1.6) that μ1, μ2 ∈ R and since μ1μ2 = 1

we may have two situations: either μ1, μ2 > 0 or μ1, μ2 < 0. Let κ > 0 and define

μ1, μ2 > 0 : μ1 = e2πκ, μ2 = e−2πκ,

μ1, μ2 < 0 : μ1 = e2πκ+iπ, μ2 = e−2πκ+iπ.

From the spectral mapping (2.1.7), we recognize that ν1 = κ and ν2 = −κ for
μ1, μ2 > 0 or ν1 = κ + i

2 and ν2 = −κ + i
2 for μ1, μ2 < 0. In what follows, let us

only consider the case μ1, μ2 > 0.
Since the eigenvalues of Q are distinct, matrix Q is diagonalizable with a simi-

larity transformation

S−1QS =
[

κ 0
0 −κ

]
involving an invertible matrix S. The fundamental matrix Φ(x) is self-similar to

S−1Φ(x)S = S−1P (x)SexS
−1QS =

[
eκxu11(x) e−κxu12(x)

eκxu21(x) e−κxu22(x)

]
,

where ujl(x) for 1 ≤ j, l ≤ 2 are real-valued 2π-periodic functions. Two solutions
of the scalar equation (2.1.3) now take the form

u+(x) = eκxw+(x), u−(x) = e−κxw−(x),

where w±(x) are real-valued 2π-periodic functions. Note that u± /∈ L∞(R) because
e±κx grows exponentially either as x→∞ or as x→ −∞.

If μ1, μ2 < 0 needs to be considered, we can use the previous construction with
the 2π-antiperiodic functions ujl(x) and w±(x).

Case 3: |tr(M)| = 2.
It follows from the quadratic equation (2.1.6) that either μ1 = μ2 = 1 if tr(M) = 2

or μ1 = μ2 = −1 if tr(M) = −2. Therefore, we have a double Floquet multiplier,
which can be obtained after a coalescence of two simple multipliers of Case 2 as
κ → 0. The two characteristic exponents are repeated too, either at ν1 = ν2 = 0
for μ1 = μ2 = 1 or at ν1 = ν2 = i

2 for μ1 = μ2 = −1.
Since the eigenvalues of Q are now repeated, matrix Q may not be diagonalizable.

This leads to the branching of Case 3 in the following two subcases. Again, we
restrict our attention to the case μ1 = μ2 = 1.

Case 3a: Q is diagonalizable.
There exist two 2π-periodic linearly independent solutions u1(x) and u2(x) of the
scalar equation (2.1.3).

Case 3b: Q is not diagonalizable.
There exists only one 2π-periodic solution u1(x) of the scalar equation (2.1.3).
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Exercise 2.1 For Case 3b, assume that there exists an invertible matrix S, which
transforms Q to the Jordan block

S−1QS =
[

0 1
0 0

]
.

Show that the second solution of equation (2.1.3) grows linearly in x on R.

Exercise 2.2 Assume that V (x) is a smooth confining potential near x = 0 and
consider a smooth T -periodic solution x(t;E) of the nonlinear oscillator equation

ẍ + V ′(x) = 0 ⇒ E =
1
2
ẋ2 + V (x) = const in t ∈ R,

such that x(0;E) = a(E) > 0 and ẋ(0;E) = 0, where a(E) is found from V (a) = E

with V ′(a) > 0. Compute the monodromy matrix M associated with the Schrödinger
operator with T -periodic potential

L = −∂2
t − V ′′(x(t))

for λ = 0 and show that Case 3a occurs if T ′(E) = 0 and Case 3b occurs if
T ′(E) �= 0.

The three cases above occur for different values of the spectral parameter λ in
equation (2.1.3). It is now time to give a precise meaning of the spectrum of operator
L in the case when the 2π-periodic potential V is restricted on [0, 2π].

Let u(x) = eikxw(x) for any fixed k ∈ T+ :=
[
0, 1

2

]
and rewrite the differential

equation (2.1.3) as a regular Sturm–Liouville spectral problem,{
−w′′(x)− 2ikw′(x) + k2w(x) + V (x)w(x) = λw(x), x ∈ (0, 2π),

w(2π) = w(0), w′(2π) = w′(0).
(2.1.8)

The operator

Lk := e−ikxLeikx ≡ −∂2
x − 2ik∂x + k2 + V (x)

is self-adjoint in L2(R) since a multiplication by eikx is a unitary operator. When
Lk is restricted on the compact interval [0, 2π] subject to the periodic boundary
conditions, its spectrum is purely discrete. In other words, there exists a countable
infinite set of eigenvalues {En(k)}n∈N for each fixed k ∈ T+, which can be ordered
as

E1(k) ≤ E2(k) ≤ E3(k) ≤ ....

If w(x) is a solution of the second-order differential equation (2.1.8), the second
solution of the same equation is e−2ikxw̄(x) and it does not satisfy the periodic
boundary conditions unless k = 0 or k = 1

2 . Therefore, the equality in the ordering
of the eigenvalues may only happen if k = 0 or k = 1

2 , while the strict inequality
holds for k ∈

(
0, 1

2

)
.

If V ∈ L∞(R), then there exist constants C+ ≥ C− > 0 such that eigenvalues
{En(k)}n∈N satisfy a uniform asymptotic distribution (Theorem 4.2.3 in [52])

C−n
2 ≤ |En(k)| ≤ C+n

2, n ∈ N, k ∈ T+. (2.1.9)



58 Justification of the nonlinear Schrödinger equations

Eigenvalues En(k) for k = 0 and k = 1
2 play an important role in the spectral

analysis of operator L in L2(R). Let us denote the corresponding eigenvalues by
E+

n = En(0) and E−
n = En

(
1
2

)
. The corresponding eigenfunctions of operator L are

2π-periodic for E+
n and 2π-antiperiodic for E−

n . Both E+
n and E−

n are eigenvalues
of the same operator L restricted on [−2π, 2π] with the 4π-periodic boundary con-
ditions. Since there are at most two eigenfunctions of a second-order self-adjoint
operator for the same eigenvalue and the 2π-periodic and 2π-antiperiodic eigen-
functions may not coexist for the same eigenvalue, we conclude that the eigenvalues
{E+

n , E−
n }n∈N can be sorted as follows:

E+
1 < E−

1 ≤ E−
2 < E+

2 ≤ E+
3 < E−

3 ≤ E−
4 < E+

4 ≤ E+
5 < .... (2.1.10)

The equality sign corresponds to Case 3a, when Q is diagonalizable, while the strict
inequality corresponds to Case 3b, when Q is not diagonalizable.

Exercise 2.3 Set V ≡ 0 and show that E+
1 = 0 and

E+
2n = E+

2n+1 = n2, E−
2n−1 = E−

2n =
(2n− 1)2

4
, n ∈ N.

In other words, only Case 3a occurs if V ≡ 0.

By the Spectral Theorem (Appendix B.11), the set of eigenfunctions of Lk forms
an orthogonal basis in L2

per([0, 2π]). Let us denote the set of orthogonal eigenfunc-
tions of Lk for a fixed k ∈ T+ by {wn(x; k)}n∈N. If the amplitude factors of the
eigenfunctions are normalized by their L2 norms, the orthogonal eigenfunctions
satisfy

〈wn(·; k), wn′(·; k)〉L2
per

:=
∫ 2π

0

wn(x; k)w̄n′(x; k)dx = δn,n′ , (2.1.11)

where n, n′ ∈ N and δn,n′ is the Kronecker symbol. Since the set {wn(·; k)}n∈N

is a basis in L2
per([0, 2π]), there exists a unique set of coefficients {φn}n∈N in the

decomposition

∀φ ∈ L2
per([0, 2π]) : φ(x) =

∑
n∈N

φnwn(x; k), (2.1.12)

given by

φn = 〈φ,wn(·; k)〉L2
per

, n ∈ N.

Substituting φn back into (2.1.12), we find that the set of eigenfunctions
{wn(x; k)}n∈N must satisfy the completeness relation in L2

per([0, 2π]):∑
n∈N

wn(x; k)w̄n(y; k) = δ(x− y), x, y ∈ [0, 2π], (2.1.13)

where δ(x− y) is the Dirac delta function in the distribution sense. Since wn(x; k)
is periodic in x, the completeness relation (2.1.13) can be extended on the real
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axis by ∑
n∈N

wn(x; k)w̄n(y; k) =
∑
m∈Z

δ(x + 2πm− y), x, y ∈ R. (2.1.14)

We shall use symbol φ to denote the vector of elements of the sequence {φn}n∈N.
The decomposition (2.1.12) with the orthogonality relations (2.1.11) immediately
gives the Parseval equality

‖φ‖L2
per([0,2π]) = ‖φ‖l2(N).

The series of periodic eigenfunctions (2.1.12) can be useful to replace an element
of the function space (e.g. Hk

per([0, 2π]) ⊂ L2
per([0, 2π]), k ∈ N) with an element of

another function space (e.g. l2k(N) ⊂ l2(N), k ∈ N) and to reformulate the problem
from one coordinate representation to another coordinate representation. In other
words, if φ ∈ L2

per([0, 2π]) satisfies additional restrictions, we can still work with the
series of eigenfunctions (2.1.12) but add some constraints on φ ∈ l2(N). As a result,
an underlying problem for φ(x) can be reformulated as a new problem for {φn}n∈N.
For applications to differential equations, we need to work with φ ∈ Cr

per([0, 2π])
for an integer r ≥ 0.

The vector φ can be considered alternatively in two weighted spaces l1s(N) or
l2s(N) for any s ≥ 0. Although l1 spaces are used throughout this chapter, some
results extend easily to l2 spaces and will be treated in exercises.

Lemma 2.1 Fix an integer r ≥ 0 and define φ(x) by the decomposition (2.1.12).
If φ ∈ l1s(N) for any integer s > r + 1

2 , then φ ∈ Cr
per([0, 2π]).

Proof By the triangle inequality, we obtain

‖φ‖Cr
per
≤
∑
n∈N

|φn|‖wn(·; k)‖Cr
per

.

By the Sobolev Embedding Theorem (Appendix B.10), there exists a constant
Cs,r > 0 such that

‖wn(·; k)‖Cr
per
≤ Cs,r‖wn(·; k)‖Hs

per
, s > r +

1
2
, n ∈ N, k ∈ T+.

Since V is bounded in the supremum norm, fix a constant CV such that

CV ≥ 1 + ‖V ‖L∞([0,2π]).

For any f ∈ L2
per([0, 2π]), there exists a constant C > 0 such that

〈(CV + Lk)f, f〉L2
per
≥
(
CV − ‖V ‖L∞

per

)
‖g‖L2

per
+ ‖∂xg‖2L2

per
≥ ‖g‖2H1

per
,

where g(x) = eikxf(x). Continuing this estimate for an integer s ≥ 0, we obtain

‖un(·; k)‖2Hs
per
≤ 〈(CV + Lk)swn(·; k), wn(·; k)〉L2

per
= (CV + En(k))s,
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where un(x; k) = eikxwn(x; k) and the normalization condition (2.1.11) has been
used. By the asymptotic distribution of eigenvalues (2.1.9), we finally obtain

‖φ‖Cr
per
≤ C

∑
n∈N

|φn|‖wn(·; k)‖Hs
per

≤ C ′
∑
n∈N

|φn|‖un(·; k)‖Hs
per

≤ C ′′
∑
n∈N

(1 + n2)s/2|φn|

for some constants C,C ′, C ′′ > 0 and any integer s > r + 1
2 .

Remark 2.1 The statements of Lemma 2.1 can be extended for non-integer s

and r if the definitions of the norms in Hs and Cr with fractional derivatives are
used and a spectral family of operators (CV + Lk)s is considered.

Exercise 2.4 Prove that if φ ∈ l2s(N) for an integer s > r + 1
2 , then φ ∈

Cr
per([0, 2π]) for any given integer r ≥ 0.

We finish this section with two explicit examples of the periodic potential V (x).
In the first example, V (x) is a piecewise-constant 2π-periodic function

V (x) =

{
b, x ∈ (0, π),

0, x ∈ (π, 2π).
(2.1.15)

The scalar equation (2.1.3) can be solved explicitly by

u(x) =

⎧⎨⎩ u(0) cosh
√
b− λx + u′(0)√

b−λ
sinh
√
b− λx, x ∈ [0, π],

u(2π) cos
√
λ(x− 2π) + u′(2π)√

λ
sin
√
λ(x− 2π), x ∈ [π, 2π].

for any 0 < λ < b. Continuity of u(x) and u′(x) across the jump point x = π leads
to the monodromy matrix with the trace

tr(M) = 2 cosh(π
√
b− λ) cos(π

√
λ) +

b− 2λ√
λ(b− λ)

sinh(π
√
b− λ) sin(π

√
λ).

This equation is valid for 0 < λ < b and it is analytically extended for λ > b to the
equation

tr(M) = 2 cos(π
√
λ− b) cos(π

√
λ) +

b− 2λ√
λ(λ− b)

sin(π
√
λ− b) sin(π

√
λ).

Figure 2.1 shows a typical behavior of tr(M) versus λ (top) and the eigenvalues
{En(k)}n∈N versus k (bottom) for the piecewise-constant potential (2.1.15) with
b = 2.

Figure 2.2 shows the first three eigenfunctions {u+
n (x)}n∈N for k = 0 (top) and

{u−
n (x)}n∈N for k = 1

2 (bottom) for the shifted potential V (x− 3π
2 ), for which 0 is

a center of symmetry in the middle of the potential well.
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Figure 2.1 Top: schematic representation of the behavior of tr(M) versus λ.
Bottom: typical behavior of the eigenvalues {En(k)}n∈N versus k.

In the second example, V (x) is a smooth 2π-periodic function

V (x) = V0 sin2
(x

2

)
. (2.1.16)

Figure 2.3 shows the dependence of the first five spectral bands between {E+
n }n∈N

and {E−
n }n∈N versus V0 for the smooth potential (2.1.16).

Exercise 2.5 Let V = 2εVn cos(nx) for a fixed n ∈ N and a small ε > 0. Compute
the asymptotic dependence of (E+

n , E+
n+1) for even n and (E−

n , E−
n+1) for odd n on

ε up to the terms of O(ε2).
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Figure 2.2 The first three eigenfunctions {u+
n (x)}n∈N (top) and {u−

n (x)}n∈N

(bottom).

2.1.2 Bloch theory and the integral transform of
quasi-periodic eigenfunctions

We can now reiterate on the question about the spectrum of operator L = −∂2
x +

V (x) in L2(R). To answer a similar question in L2
per([0, 2π]), we have introduced the

set of orthogonal 2π-periodic eigenfunctions {wn(x; k)}n∈N for the set of eigenvalues
{En(k)}n∈N of the self-adjoint operator Lk = e−ikxLeikx for a fixed k ∈ T+ ≡

[
0, 1

2

]
.

Let us now continue these eigenfunctions on the closed interval T+.
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Figure 2.3 The boundaries of the first five spectral bands versus V0.

Setting un(x; k) = eikxwn(x; k), we obtain a quasi-periodic solution of Lu = λu

for λ = En(k) that satisfies

un(x + 2π; k) = e2πikun(x; k), x ∈ R, k ∈ T+, n ∈ N.

In many applications of solid-state physics, eigenfunctions un(x; k) are referred to
as the Bloch wave functions, while the parameter k is referred to as the quasi-
momentum.

For any fixed k ∈ T+, un(·; k) belongs to L∞(R). On the other hand, solutions
u±(x) of Lu = λu for λ /∈ ∪n∈N rangek∈T[En(k)] are unbounded on R and thus
u± /∈ L∞(R). Therefore, it should be no surprise to know that the spectrum of
L = −∂2

x + V (x) in L2(R) is purely continuous and consists of the union of the
intervals in the range of functions {En(k)}n∈N.

Definition 2.1 Let M be the monodromy matrix associated with the system

d

dx

[
u

v

]
=
[

0 1
V (x)− λ 0

] [
u

v

]
.

We say that λ belongs to the spectral band of operator L = −∂2
x+V (x) if |tr(M)| ≤ 2

and to the spectral gap if |tr(M)| > 2. The point of λ for which |tr(M)| = 2 is called
a band edge.

The nth spectral band of operator L in L2(R) is hence defined by

rangek∈T+
[En(k)] ⊂ R,
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whereas the interval (
supk∈T+

[En(k)], infk∈T+ [En+1(k)]
)
,

if it is non-empty, defines the spectral gap between the nth and (n + 1)th spectral
bands. The spectral gap is non-empty in Case 3b, when E±

n < E±
n+1, and it is empty

in Case 3a, when E±
n = E±

n+1, where n ∈ N. In other words, the spectral bands are
disjoint in Case 3b and overlap at the point E±

n = E±
n+1 in Case 3a.

Exercise 2.6 Show that tr(M) is a C1 function of λ that crosses with a nonzero
slope the values ±2 in Case 3b and touches with a zero slope the values ±2 in
Case 3a.

All eigenfunctions of L can be defined for values of k taken in the interval T+ ≡[
0, 1

2

]
, but we would then need two eigenfunctions un(x; k) and ūn(x; k). To use the

same eigenfunction un(x; k) in both cases, we adopt a technical trick and extend the
interval for k to T :=

[
− 1

2 ,
1
2

]
. The interval T is referred to as the Brillouin zone in

the Bloch theory. Since un(x; k), ūn(x; k), and un(x;−k) solve the same equation
Lu = λu for λ = En(k), it is clear that one solution is a linear combination of
the other two solutions. Therefore, it would make sense to normalize uniquely the
phase factors of the eigenfunctions by the constraint

ūn(x; k) = un(x;−k), n ∈ N, k ∈ T, x ∈ R, (2.1.17)

which implies the reflection

En(−k) = En(k), n ∈ N, k ∈ T. (2.1.18)

We shall now list useful properties of functions En(k) in T for a fixed n ∈ N.

• By Theorem XIII.89 in [176], En(k) is analytic in k on T\
{
− 1

2 , 0,
1
2

}
and con-

tinuous at the points k ∈ {− 1
2 , 0,

1
2}.

• By Theorem XIII.90 in [176], the extremal values of En(k) may only occur at the
points k = 0 and k = ± 1

2 , that is at the values E+
n and E−

n respectively.

• By Theorem XIII.95 in [176], En(k) is extended to an analytic function of k on
T if the nth spectral band is disjoint from the adjacent spectral bands.

The reason why we describe properties of functions En(k) and un(x; k) in so much
detail lies in our ultimate goal to use the eigenfunctions of L as an orthogonal basis
in L2(R). By Theorems XIII.97 and XIII.98 in [176], the orthogonal eigenfunctions
satisfy

〈un(·; k), un′(·; k′)〉L2 :=
∫
R

un(x; k)ūn′(x; k′)dx = δn,n′δ(k − k′), (2.1.19)
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where n, n′ ∈ N and k, k′ ∈ T. Completeness of the Bloch functions follows from
the completeness relation (2.1.14) by explicit computations∫

T

∑
n∈N

un(x; k)ūn(y; k)dk =
∫
T

eik(x−y)

(∑
n∈N

wn(x; k)w̄n(y; k)

)
dk

=
∫
T

eik(x−y)

(∑
m∈Z

δ(x + 2πm− y)

)
dk

=
∑
m∈Z

δ(x + 2πm− y)
∫
T

e−i2πmkdk

= δ(x− y), x, y ∈ R. (2.1.20)

Let us define a unitary transformation from L2(R) to L2(T, l2(N)) by

φ̂n(k) =
∫
R

φ(y)ūn(y; k)dy, n ∈ N, k ∈ T. (2.1.21)

The inverse transformation referred to as the Bloch decomposition is

∀φ ∈ L2(R) : φ(x) =
∫
T

∑
n∈N

φ̂n(k)un(x; k)dk, x ∈ R. (2.1.22)

By explicit computations, we obtain the Parseval equality,

‖φ‖2L2 =
∫
T

∫
T

∑
n∈N

∑
n′∈N

φ̂n(k) ¯̂
φn′(k′)〈un(·; k), un′(·; k′)〉L2dkdk′

=
∫
T

∑
n∈N

|φ̂n(k)|2dk =: ‖φ̂‖2L2(T,l2(N)).

According to the Bloch decomposition (2.1.22), space L2(R) is decomposed into
a direct sum of invariant closed bounded subspaces associated with the spectral
bands in the spectrum of operator L. Let En for a fixed n ∈ N be an invariant
closed subspace of L2(R) associated with the nth spectral band. Then,

∀φ ∈ En ⊂ L2(R) : φ(x) =
∫
T

φ̂n(k)un(x; k)dk, (2.1.23)

where φ̂n(k) is defined by (2.1.21).
Similarly to what we have done in the case of L2

per([0, 2π]), we can now work
with the Bloch decomposition in some restrictions of L2(R). Since T is compact,
we do not need a weight under the integration sign and can work either in space
L1(T, l1s(N)) or in space L2(T, l2s(N)). A natural definition of the norm in L1(T, l1s(N))
is

‖φ̂‖L1(T,l1s(N)) :=
∫
T

∑
n∈N

(1 + n2)s/2|φ̂n(k)|dk, s ≥ 0.

The following lemma gives an analogue of Lemma 2.1.

Lemma 2.2 Fix an integer r ≥ 0 and define φ(x) by the Bloch decomposition
(2.1.22). If φ̂ ∈ L1(T, l1s(N)) for an integer s > r + 1

2 , then φ ∈ Cr
b (R) and

φ(x), ..., φ(r)(x)→ 0 as |x| → ∞.
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Proof The proof is similar to that of Lemma 2.1 since the asymptotic bound (2.1.9)
is uniform for all k ∈ T. Therefore,

‖φ‖Cr
b
≤
∫
T

∑
n∈N

|φ̂n(k)|‖un(·; k)‖Cr
per

dk

≤ C

∫
T

∑
n∈N

|φ̂n(k)|‖un(·; k)‖Hs
per

dk

≤ C ′
∫
T

∑
n∈N

|φ̂n(k)|(CV + En(k))s/2dk

≤ C ′′‖φ̂‖L1(T,l1s(N)),

for some constants C,C ′, C ′′ > 0, CV ≥ 1+‖V ‖L∞
per

, and any integer s > r+ 1
2 . The

decay of φ(x), ..., φ(r)(x) to zero as |x| → ∞ follows from the Riemann–Lebesgue
Lemma applied to the Bloch decomposition, after the integrals on k ∈ T and the
summation on n ∈ N are rewritten as a Fourier-type integral

φ(x) =
∫
R

φ̂(p)u(x; p)dp. (2.1.24)

Here φ̂(p) and u(x; p) for p ∈
[
−n

2 ,−
n−1

2

]
∪
[
n−1

2 , n
2

]
are equal to φ̂n(k) and ûn(x; k)

for k ∈ T. Since u(x; p) is uniformly bounded in C0
b (R × R) with respect to both

x and p and φ̂(p) ∈ L1
s(R) with s > r + 1

2 , the Riemann–Lebesgue Lemma (Ap-
pendix B.10) applies to the Fourier-type integral (2.1.24) and gives the decay of
φ(x), ..., φ(r)(x) to zero as |x| → ∞.

Exercise 2.7 Prove that if φ̂ ∈ L2(T, l2s(N)) for an integer s > r + 1
2 , then

φ ∈ Cr
b (R) and φ(x), ..., φ(r)(x) → 0 as |x| → ∞ for any given integer r ≥ 0. Use

the property

∀φ ∈ Dom(L) : ‖φ‖Hs ≤ ‖(CV + L)s/2φ‖L2

for some CV ≥ 1 + ‖V ‖L∞ and any integer s ≥ 0.

The Bloch decomposition can be used for the representation of solutions of partial
differential equations with space–periodic coefficients. In the same context, a dif-
ferent representation that also involves the Fourier-type integrals has been used in
the literature, e.g. by Eckmann & Schneider [53] and Busch et al. [24]. For the sake
of completeness, we shall finish this section by formulating the main ingredients of
this approach. Setting un(x; k) = eikxwn(x; k) and denoting

φ̃(x; k) =
∑
n∈N

φ̂n(k)wn(x; k), x ∈ R, k ∈ T, (2.1.25)

we rewrite the decomposition formula (2.1.22) in a compact form,

∀φ ∈ L2(R) : φ(x) =
∫
T

φ̃(x; k)eikxdk, x ∈ R. (2.1.26)

We recognize that φ̃(x; k) is represented by the series of 2π-periodic eigenfunc-
tions {wn(x; k)}n∈N for any fixed k ∈ T, which provide an orthogonal basis in
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L2
per([0, 2π]). Therefore,

φ̃(x + 2π; k) = φ̃(x; k), x ∈ R, k ∈ T.

Using the orthogonality relation (2.1.11), we can invert the representation as

φ̂n(k) = 〈φ̃(·; k), wn(·; k)〉2π =
∫ 2π

0

φ̃(y; k)w̄n(y; k)dy.

On the other hand, using the definition of φ̂n(k) in (2.1.21) and the completeness
relation (2.1.14), we obtain

φ̃(x; k) =
∑
n∈N

∫
R

φ(y)e−ikywn(x; k)w̄n(y; k)dy

=
∫
R

φ(y)e−iky

(∑
n∈N

wn(x; k)w̄n(y; k)

)
dy

=
∫
R

φ(y)e−iky

(∑
m∈Z

δ(x + 2πm− y)

)
dy

= e−ikx
∑
m∈Z

φ(x + 2πm)e−2πimk, x ∈ R. (2.1.27)

Substitution of (2.1.27) back into (2.1.26) recovers φ(x). Transformations between
φ(x) and φ̃(x; k) are not standard, so it is important to establish the precise meaning
of the Bloch transform (2.1.26).

Lemma 2.3 The Bloch transform (2.1.26) is an isomorphism between L2(R) for
φ(x) and L2

per([0, 2π]× T) for φ̃(x; k) with the Parseval equality

‖φ‖2L2 =
∫
T

∫ 2π

0

|φ̃(x; k)|2dxdk =: ‖φ̃‖2L2
per([0,2π]×T). (2.1.28)

Proof This relation is proved with explicit computations since

‖φ‖2L2 = ‖φ̂‖2L2(T,l2(N)) =
∫
T

∑
n∈N

|φ̂n(k)|2dk =
∫
T

∫ 2π

0

|φ̃(x; k)|2dxdk,

where we have used the decomposition (2.1.25) and the orthogonality relations
(2.1.11).

Exercise 2.8 Prove the Parseval equality (2.1.28) in the opposite direction start-
ing with direct representation (2.1.27) of φ̃(x; k) in terms of φ(x).

The Bloch transform (2.1.26) is directly related to the Fourier transform for func-
tions in L2(R). With a slight abuse of notation, let us introduce here the standard
Fourier transform by

φ(x) =
∫
R

φ̂(p)eipxdp, φ̂(p) =
1
2π

∫
R

φ(x)e−ipxdx, x ∈ R, p ∈ R.
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Using this definition and representation (2.1.27), we obtain

φ̃(x; k) =
∑
m∈N

∫
R

φ̂(p)ei(p−k)(x+2πm)dp

=
∫
R

φ̂(p)ei(p−k)x

(∑
m∈N

ei2πm(p−k)

)
dp

=
∫
R

φ̂(p)ei(p−k)x

(∑
n∈Z

δ(p− k − n)

)
dp

=
∑
n∈Z

φ̂(k + n)eikn, x ∈ R, k ∈ T.

Properties of the Bloch transform (2.1.26) have similarities with those of the stan-
dard Fourier transform. In particular, multiplication of two functions in x-space
corresponds to the convolution operator in k-space

(ũv)(x; k) := (ũ � ṽ)(x; k) =
∫
T

ũ(x; k − k′)ṽ(x; k′)dk′.

However, the convolution integral involves values of ũ(x; k) beyond the interval T

and, therefore, it is necessary to extend definitions of the Bloch functions un(x; k)
as 1-periodic functions in k-space.

2.1.3 Wannier theory and the series of decaying functions

Recall that the characteristic exponents ν associated with the monodromy matrix
M are unique in the strip Im(ν) ∈ (−1

2 ,
1
2 ]. Thanks to relation (2.1.7), they are

1-periodic along the imaginary axis. Therefore, we can now extend functions En(k)
and un(x; k) in k beyond the interval T ≡ [− 1

2 ,
1
2 ] using 1-periodic continuations of

these functions. The best tool for a periodic extension of functions on a real axis
is the Fourier series. Therefore, we fix n ∈ N and represent these functions by the
Fourier series

En(k) =
∑
m∈Z

Ên,mei2πmk, k ∈ R, (2.1.29)

and

un(x; k) =
∑
m∈Z

ûn,m(x)ei2πmk, k ∈ R, x ∈ R. (2.1.30)

Inverting the Fourier series, we find Fourier coefficients in the form

Ên,m =
∫
T

En(k)e−i2πmkdk, m ∈ Z, (2.1.31)

and

ûn,m(x) =
∫
T

un(x; k)e−i2πmkdk, m ∈ Z, x ∈ R. (2.1.32)

Since

En(k) = Ēn(k) = En(−k), un(x; k) = ūn(x;−k),
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the coefficients of the Fourier series (2.1.29) satisfy properties

Ên,m = ¯̂
En,−m = Ên,−m, ûn,m(x) = ¯̂un,m(x). (2.1.33)

In particular, the functions ûn,m(x) are real-valued. Because of the quasi-periodicity

un(x + 2π; k) = un(x; k)ei2πk, x ∈ R, k ∈ R,

we obtain another property of the functions ûn,m(x):

ûn,m(x) = ûn,m−1(x− 2π) = ... = ûn,0(x− 2πm), n ∈ N, m ∈ Z, (2.1.34)

which shows that all functions ûn,m(x) are generated from the same “mother”
function ûn,0(x) by a spatial translation to the m-multiple of the period of V (x).

Functions {ûn,m}n∈N,m∈Z satisfying properties (2.1.33) and (2.1.34) are called
the Wannier functions. These functions are not eigenfunctions of operator L =
−∂2

x + V (x). Nevertheless, for a fixed n ∈ N, Wannier functions {ûn,m}m∈Z lie in
the invariant subspace En associated with the nth spectral band and they satisfy a
closed system of second-order differential equations

Lûn,m =
∑
m′∈Z

Ên,m−m′ ûn,m′ , m ∈ Z. (2.1.35)

System (2.1.35) is obtained after the Fourier series (2.1.29) and (2.1.30) are sub-
stituted into the linear problem Lun(x; k) = En(k)un(x; k). Therefore, the set
{ûn,m}n∈Z,m∈Z can be used for the same purpose of building an orthogonal ba-
sis in L2(R) as the set {un(x; k)}n∈N,k∈T.

Exercise 2.9 Assume that un(0; k) > 0 for all k ∈ T and a fixed n ∈ N and
consider functions

gm(x) =
∫
T

un(x; k)
un(0; k)

e−i2πkmdk, m ∈ Z, x ∈ R.

Prove that gm(2πm′) = δm,m′ for all m,m′ ∈ Z, so that φ(x) =
∑

m∈Z
φmgm(x)

solves the interpolation problem

φ(2πm) = φm, m ∈ Z.

Orthogonality and normalization of the Wannier functions follow from the or-
thogonality relation (2.1.19) for the Bloch functions by explicit computations∫

R

ûn,m(x)ûn′,m′(x)dx =
∫
R

∫
T

∫
T

un(x; k)ūn′(x; k′)ei2π(k′m′−km)dkdk′dx

= δn,n′

∫
T

∫
T

δ(k − k′)ei2πk(m′−m)dkdk′

= δn,n′

∫
T

ei2πk(m′−m)dk

= δn,n′δm,m′ , n, n′ ∈ N, m,m′ ∈ Z.
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Similarly, completeness of the Wannier functions follows from the completeness
relation (2.1.20) for the Bloch functions by explicit computations∑

n∈N

∑
m∈Z

ûn,m(x)ûn,m(y) =
∑
n∈N

∑
m∈Z

∫
T

∫
T

un(x; k)ūn(y; k)ei2π(k′−k)mdkdk′

=
∑
n∈N

∫
T

∫
T

un(x; k)ūn(y; k′)

(∑
m∈Z

ei2π(k′−k)m

)
dkdk′

=
∑
n∈N

∫
T

un(x; k)ūn(y; k)dk

= δ(x− y), x, y ∈ R,

where we have used the orthogonality relation for discrete Fourier modes∑
m∈Z

ei2π(k−k′)m = δ(k − k′), k, k′ ∈ T.

A unitary transformation from L2(R) for φ(x) to l2(N×Z) for {φn,m}n∈N,m∈Z is
given by

φn,m =
∫
R

φ(x)ûn,m(x)dx, n ∈ N, m ∈ Z. (2.1.36)

The inverse transformation referred to as the Wannier decomposition is

∀φ ∈ L2(R) : φ(x) =
∑
n∈N

∑
m∈Z

φn,mûn,m(x), x ∈ R. (2.1.37)

The Parseval equality now reads

‖φ‖2L2 =
∑
n∈N

∑
m∈Z

|φn,m|2 =: ‖φ‖2l2(N×Z),

where φ denotes a vector with elements in the double summable sequence
{φn,m}n∈N,m∈Z.

Exercise 2.10 Assume that the nth spectral band of L is disjoint from the
adjacent spectral bands, so that En(k) and un(x; k) are analytic in k on T. Show
that there exist ηn > 0 and Cn > 0 for any fixed n ∈ N such that

|ûn,0(x)| ≤ Cne
−ηn|x|, x ∈ R. (2.1.38)

Figure 2.4 shows the first two Wannier functions û1,0(x) (top) and û2,0(x) (bot-
tom) for the piecewise-constant potential (2.1.15) (dotted line).

Recall that En for a fixed n ∈ N denotes the invariant closed subspace of L2(R)
associated with the nth spectral band. If φ ∈ En, it can be represented by the in-
tegral (2.1.23) involving Bloch functions. Although Wannier decomposition can be
used to represent any element of L2(R) by the double sum (2.1.37), it is more prac-
tical to use the Wannier decomposition for a particular En ⊂ L2(R). The relevant
representation involves a single summation

∀φ ∈ En ⊂ L2(R) : φ(x) =
∑
m∈Z

φmûn,m(x). (2.1.39)
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Figure 2.4 A typical example of Wannier functions û1,0(x) (top) and û2,0(x)
(bottom) relative to the periodic potential V (x) (dotted line).

With a slight abuse of notation, we shall now use φ to denote a vector with elements
in the set {φm}m∈Z for a representation of φ ∈ En. Similarly to other decompositions
of this section, we shall study constraints on φ to ensure that φ belongs to a subspace
of En ⊂ L2(R).

Lemma 2.4 Let φ(x) be defined by the decomposition (2.1.39). If φ ∈ l1(Z), then
φ ∈ Hs(R) for any integer s ≥ 0, so that φ ∈ Cr

b (R) for any integer r ≥ 0 and
φ(x), ..., φ(r)(x)→ 0 as |x| → ∞.

Proof Since ‖φ‖l2 ≤ ‖φ‖l1 , we have φ ∈ l2(Z) and, hence, if φ is given by (2.1.39)
and φ ∈ l1(Z), then φ ∈ En ⊂ L2(R) for a fixed n ∈ N. We use the triangle
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inequality and obtain

‖φ‖Hs ≤
∑
m∈Z

|φm|‖ûn,m‖Hs = ‖ûn,0‖Hs‖φ‖l1 ,

thanks to property (2.1.34). Therefore, we only need to check that ûn,0 ∈ Hs(R)
for any integer s ≥ 0. Since V ∈ L∞(R), we obtain

∀f ∈ Dom(L) : ‖f‖2Hs ≤ ‖(CV + L)s/2f‖2L2 , s ≥ 0,

for any fixed CV ≥ 1+‖V ‖L∞ . It follows from system (2.1.35) that ûn,0 ∈ Dom(L).
Using the integral representation (2.1.31), the orthogonality relations (2.1.19), and
the asymptotic distribution (2.1.9), we hence obtain

‖ûn,0‖2Hs ≤ ‖(CV + L)s/2ûn,0‖2L2

=
∫
R

∫
T

∫
T

[(CV + L)sun(x; k)] ūn(x; k′)dkdk′dx

=
∫
T

(CV + En(k))s dk

≤ Cs(1 + n2)s,

where the positive constant Cs depends on s for any s ≥ 0. Therefore, for a fixed
n ∈ N, φ ∈ Hs(R) for any integer s ≥ 0 if φ ∈ l1(Z). By the Sobolev Embedding
Theorem (Appendix B.10), we obtain that φ ∈ Cr

b (R) for any integer r < s− 1
2 and

φ(x), ..., φ(r)(x) decay to zero as |x| → ∞.

Exercise 2.11 Prove that if φ ∈ l2(Z) and there is C > 0 such that
∑

m∈Z
|Ên,m| ≤

C for a fixed n ∈ N, then φ ∈ Hs(R) for any integer s ≥ 0.

Because of our interest in the exponentially decaying solutions of nonlinear evo-
lution equations, we shall also study the conditions under which the Wannier de-
composition (2.1.39) recovers exponentially decaying functions φ(x) as |x| → ∞.

Lemma 2.5 Fix n ∈ N and assume that ûn,m(x) satisfy the exponential decay
(2.1.38). Let φ(x) =

∑
m∈Z

φmûn,m(x). If there exist C > 0 and r ∈ (0, 1) such
that |φm| ≤ Cr|m| for all m ∈ Z, then there exist C± > 0 and η± > 0 such that

lim
x→±∞

φ(x)e±η±x = C±.

Proof By continuity of φ(x), it is sufficient to prove that there exist C > 0 and
q ∈ (0, 1) such that |φ(2πk)| ≤ Cq|k| for all k ∈ Z. Let k ≥ 1 (the proof for k ≤ −1
is similar). Using the exponential decay (2.1.38), we obtain

|φ(2πk)| ≤ Cn(I1 + I2 + I3), (2.1.40)
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where

I1 =
∞∑

m=1

|φk+m|e−2πηnm,

I2 =
k∑

m=0

|φk−m|e−2πηnm,

I3 = e−2πηnk
∞∑

m=1

|φ−m|e−2πηnm.

Since r < 1, and q := e−2πηn < 1, I1 is bounded by C1r
k for some C1 > 0, while

I3 is bounded by C3q
k for some C3 > 0. On the other hand, I2 is bounded by

rk + rk−1e−2πηn + ... + e−2πηnk =

⎧⎨⎩ rk 1−pk+1

1−p , p < 1,

rkpk 1−p−k−1

1−p−1 , p > 1,

where pr = e−2πηn . If p ≤ 1, I2 is bounded by C2r
k, while if p ≥ 1, I2 is bounded

by C ′
2q

k for q = e−2πηn < 1, where C2, C
′
2 > 0 are some constants. Thus, all three

terms of (2.1.40) decay to zero exponentially fast as k →∞.

Exercise 2.12 Using only the exponential decay (2.1.38) for Wannier functions,
show that if φ ∈ l1(Z), then φ ∈ C0

b (R).

Results of Lemmas 2.4 and 2.5 specify constraints on φ to ensure that φ in the
Wannier decomposition (2.1.39) belongs to a subspace of En ⊂ L2(R). On the other
hand, the decomposition formula (2.1.39) can be used for representation of other
functions as well. For instance, the Fourier series (2.1.30) for the Bloch function
un(x; k) is an example of the Wannier decomposition (2.1.39) with the explicit
representation

φ(x) := un(x; k), φm := ei2πmk.

This decomposition corresponds to the case when φ /∈ l1(Z) and φ /∈ L2(R).

2.2 Justification of the nonlinear Dirac equations

The first example of the justification analysis deals with the nonlinear Dirac
equations, {

i(aT + naX) = V0a + Vnb + (|a|2 + 2|b|2)a,
i(bT − nbX) = V̄na + V0b + (2|a|2 + |b|2)b,

(2.2.1)

where (a, b) ∈ C
2 are amplitude functions in new (slow) variables (X,T ) ∈ R

2, n ∈
N is fixed, V0 and Vn are the zeroth and nth Fourier coefficients of the Fourier series
for V (x). The nonlinear Dirac equations (2.2.1) appear from the Gross–Pitaevskii
equation

iut = −uxx + εV (x)u + |u|2u (2.2.2)



74 Justification of the nonlinear Schrödinger equations

in the limit of small potentials, measured by the small parameter ε > 0 (Sec-
tion 1.1.1). The functions (a, b) represent amplitudes of two resonant counter-
propagating Fourier modes e±iknx with kn = n

2 at the bifurcation point En = n2

4 ,
from which the band gap between two adjacent band edges E±

n and E±
n+1 diverges

if Vn �= 0. Here the plus sign occurs if n is even and the minus sign occurs if n is
odd (Exercise 2.5).

The limit of small potentials changes the construction of the Bloch functions.
Operator L = −∂2

x + εV (x) becomes L0 = −∂2
x at ε = 0 and the Fourier transform

replaces the Bloch decomposition (2.1.22).

Exercise 2.13 Construct eigenfunctions of L0 = −∂2
x in L2

per([0, 2π]) and L2(R)
and write Fourier analogues of the Bloch decompositions (2.1.12) and (2.1.22).

As an alternative to the direct method in Exercise 2.13, the relevant Fourier
decompositions can be deduced from the Bloch functions (Section 2.1.1). First,
solving the regular Sturm–Liouville spectral problem (2.1.8) with V ≡ 0 for a fixed
k ∈ T, we find one eigenfunction

w1(x; k) =
1√
2π

for the first eigenvalue

E1(k) = k2

and two linearly independent eigenfunctions

w2n(x; k) =
1√
2π

einx, w2n+1(x; k) =
1√
2π

e−inx, n ∈ N

for all subsequent eigenvalues

E2n(k) = E2n+1(k) = (k + n)2, n ∈ N,

where the normalization condition (2.1.11) has been used.
Let us list two eigenfunctions for n ∈ N by extending n from N to Z. In this way,

the decomposition (2.1.12) becomes the complex Fourier series

∀φ ∈ L2
per([0, 2π]) : φ(x) =

∑
n∈Z

cne
inx, (2.2.3)

where

cn =
1
2π

∫ 2π

0

φ(x)e−inxdx, n ∈ Z.

We note that the complex Fourier series (2.2.3) is independent of parameter k.
Recall that un(x; k) = eikxwn(x; k) satisfies

un(x + 2π; k) = ei2πkun(x; k), x ∈ R.

If k is set to 0, then the complex Fourier series (2.2.3) represents a 2π-periodic
function φ(x). If k is set to 1

2 , then the complex Fourier series represents a 2π-
antiperiodic function φ(x) satisfying φ(x + 2π) = −φ(x), or explicitly,

∀φ ∈ L2
antiper([0, 2π]) : φ(x) =

∑
n∈Z

dne
i(n+ 1

2 )x,



2.2 Justification of the nonlinear Dirac equations 75

where

dn =
1
2π

∫ 2π

0

φ(x)e−i(n+ 1
2 )xdx, n ∈ Z.

As an immediate use of the complex Fourier series, we write

V (x) =
∑
n∈Z

Vne
inx. (2.2.4)

We note that if V is real, then V−n = V̄n for all n ∈ N.
The complex Fourier series (2.2.4) is an isomorphism between Hs

per([0, 2π]) for
functions V (x) and l2s(Z) for vectors V representing sequences {Vn}n∈Z for any
integer s ≥ 0. This discretization of Hs

per([0, 2π]) can be exploited to study bifurca-
tions of stationary 2π-periodic or 2π-antiperiodic solutions of the Gross–Pitaevskii
equation (2.2.2) [65].

Exercise 2.14 Consider a stationary periodic solution u(x, t) = φ(x)e−iωt of the
Gross–Pitaevskii equation (2.2.2), where φ(x + 2π) = φ(x) and ω = n2

4 + εΩ for
an even integer n ≥ 2 and a fixed Ω ∈ R. Assume that V (x) is given by (2.2.4),
V ∈ l2s(Z) for a fixed s > 1

2 , and Vn �= 0. Prove that there exists a non-trivial
periodic solution φ(x) given by Fourier series (2.2.3) with c ∈ l2s(Z) if and only if
there exists a non-trivial solution for (a, b) ∈ C

2 of the bifurcation equations{
Ωa = V0a + Vnb + (|a|2 + 2|b|2)a + εAε(a, b),

Ωb = V̄na + V0b + (2|a|2 + |b|2)b + εBε(a, b),
(2.2.5)

where Aε(a, b) and Bε(a, b) are analytic functions of ε satisfying the bounds

∀ε ∈ (0, ε0) : ∃C0 > 0 : |Aε(a, b)|+ |Bε(a, b)| ≤ C0(|a|+ |b|), (2.2.6)

for some ε0 > 0. Moreover, prove that

∀ε ∈ (0, ε0) : ∃C > 0 :
∥∥φ−√ε (aeikn· + be−ikn·)∥∥

C0
per
≤ Cε3/2, (2.2.7)

where kn = n
2 .

Exercise 2.15 Repeat Exercise 2.14 for a stationary antiperiodic solution of the
Gross–Pitaevskii equation (2.2.2) with ω = n2

4 + εΩ for an odd integer n ≥ 1 and
a fixed Ω ∈ R.

To work with the nonlinear Dirac equations (2.2.1) in the time–space domain,
we shall look for a representation of an element of L2(R) rather than that of
L2

per([0, 2π]) in terms of eigenfunctions of L0 = −∂2
x. To do so, let us define the

Bloch functions in the form

u1(x; k) =
1√
2π

eikx

and

u2n(x; k) =
1√
2π

ei(k+n)x, u2n+1(x; k) =
1√
2π

ei(k−n)x, n ∈ N,

where k ∈ T :=
[
− 1

2 ,
1
2

]
. The Bloch decomposition (2.1.22) involves integration

over k ∈ T and summation over n ∈ N. Extending the enumeration of n to Z as



76 Justification of the nonlinear Schrödinger equations

before, we can incorporate the summation into an integral over R since the interval
T for k translates to the interval

[
n− 1

2 , n + 1
2

]
for k+n, where n ∈ Z. In this way,

the Bloch decomposition (2.1.22) becomes the inverse Fourier transform

∀φ ∈ L2(R) : φ(x) =
1
2π

∫
R

φ̂(k)eikxdk, x ∈ R, (2.2.8)

where φ̂(k) is the Fourier transform given by

φ̂(k) =
∫
R

φ(x)e−ikxdx, k ∈ R.

The Fourier integral (2.2.8) reminds us of the Fourier-type integral (2.1.24) in-
troduced in the proof of Lemma 2.2 by unfolding T into

[
−n

2 ,−
n−1

2

]
∪
[
n−1

2 , n
2

]
.

Although the method of concatenations of T × Z into R is different from what is
used in Lemma 2.2, the resulting Fourier integral is the same if V ≡ 0.

The inverse Fourier transform (2.2.8) is an isomorphism between Hs(R) for φ(x)
and L2

s(R) for φ̂(k) for any integer s ≥ 0. However, the Sobolev space Hs(R) is not
convenient for our analysis in the sense that if φ(x) = a(X)eik0x, where X = εx

and k0 ∈ R is fixed, then

φ̂(k) =
1
ε
â

(
k − k0

ε

)
, k ∈ R. (2.2.9)

As a result, for any sufficiently small 0 < ε� 1, there is Cs > 0 such that

‖φ‖Hs ≤ Csε
−1/2‖a‖Hs .

Therefore, the Hs norm of φ may diverge as ε → 0 even if a ∈ Hs(R). On the
other hand, let us consider the Wiener space W s(R) of functions with the Fourier
transform in L1

s(R) equipped with the norm ‖φ‖W s := ‖φ̂‖L1
s
. If φ(x) = a(X)eik0x,

where X = εx and k0 ∈ R is fixed, for any sufficiently small 0 < ε � 1, there is
Cs > 0 such that

‖φ̂‖L1
s
≤ Cs‖â‖L1

s
.

Moreover, if s = 0, then L1(R) is invariant with respect to the scaling transforma-
tion (2.2.9) and

‖φ̂‖L1 = ‖â‖L1 .

As a result, the Wiener space W s(R) is more convenient for the justification anal-
ysis of the nonlinear Dirac equations (2.2.1). By the Sobolev Embedding Theorem
(Appendix B.10), there is Cs,q > 0 such that

‖φ̂‖L1
s
≤ Cs,q‖φ̂‖L2

s+q
, s ≥ 0, q >

1
2
. (2.2.10)

Hence Hs+q(R) is embedded into W s(R) and the L2
s+q norm of φ̂(k) may diverge

as ε→ 0, while the L1
s norm of φ̂(k) may remain bounded.

Justifications of the time-dependent nonlinear Dirac equations (2.2.1) were de-
veloped by Goodman et al. [72] in the context of the Maxwell–Lorentz equations
and by Schneider & Uecker [185] in the context of the Klein–Fock equation with
quadratic nonlinear terms. The error terms were bounded in space H1(R) in [72]
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and in Wiener space W (R) ≡W 0(R) in [185]. A similar use of the Wiener spaces for
justification of the envelope equations for description of modulated short pulses in
hyperbolic systems was developed by Colin & Lannes [39]. Stationary reduction of
the nonlinear Dirac equations for gap solitons was justified by Pelinovsky & Schnei-
der [162]. Persistence of traveling wave solutions of the nonlinear Dirac equations
(2.2.1) was considered by Pelinovsky & Schneider [163].

According to the strategy of this chapter, we shall separate justification of the
time-dependent and stationary equations. The error bounds for the time-dependent
solutions are valid on a finite time interval, whereas the error bounds for the sta-
tionary solutions can be controlled globally in time in the corresponding norm.
In the latter case, the justification analysis also proves persistence of stationary
solutions of the nonlinear Dirac equations (2.2.1) as stationary solutions of the
Gross–Pitaevskii equation (2.2.2).

2.2.1 Justification of the time-dependent equation

Let us fix n ∈ N and assume that Vn �= 0 in the Fourier series (2.2.4). A solution of
the Gross–Pitaevskii equation (2.2.2) is represented by the asymptotic multi-scale
expansion

u(x, t) = ε1/2
(
a(X,T )eiknx + b(X,T )e−iknx + εϕε(x, t)

)
e−iEnt,

where X = εx, T = εt, and parameters (kn, En) are fixed at the bifurcation values
kn = n

2 and En = n2

4 . We let (a, b) satisfy the nonlinear Dirac equations (2.2.1)
in variables (X,T ) and write the time evolution problem for the remainder term
ϕε(x, t) in the form

i∂tϕε + Enϕε = −∂2
xϕε + Fε(a, b, ϕε), (2.2.11)

where the residual term Fε is written explicitly by

Fε = −ε (aXXe+ + bXXe−) + Ṽaae+ + Ṽbbe− + V ϕε

+ |ae+ + be− + εϕε|2(ae+ + be− + εϕε)− (|a|2 + 2|b|2)ae+ − (2|a|2 + |b|2)be−,

with e± = e±iknx and

Ṽa = V − (V0 + V−ne
−inx), Ṽb = V − (V0 + Vne

inx).

We have performed the first step in the general algorithm of the justification anal-
ysis. It remains to perform three more steps.

• Remove the non-vanishing terms of the residual Fε as ε → 0 by a normal form
transformation of the remainder term ϕε.

• Choosing the Wiener space W (R) for ϕε at a fixed t ∈ R+, prove that the residual
term Fε of the time evolution problem (2.2.11) maps an element of W (R) to an
element of W (R) under some constraints on the solution (a, b) of the nonlinear
Dirac equations (2.2.1).

• Prove the local well-posedness of the time evolution problem (2.2.11) in W (R)
and control the size of ‖ϕε‖W using Gronwall’s inequality.
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We will show that all three goals can be achieved if there is a time T0 > 0 such
that

(a, b)(T ) ∈ C([0, T0],W 2(R)×W 2(R)) ∩ C1([0, T0],W 1(R)×W 1(R)). (2.2.12)

By Theorem 1.4 (Section 1.3.3), the nonlinear Dirac equations (2.2.1) are locally
well-posed in Sobolev space Hr(R)×Hr(R) for any r > 1

2 . Inequality (2.2.10) tells
us that if s = 2, then any r > 5

2 gives a good solution (2.2.12). For instance, r = 3
does the job. The following theorem formulates the main result of the justification
analysis.

Theorem 2.1 Assume that V is given by (2.2.4) and V ∈ l1(Z). Fix n ∈ N such
that Vn �= 0. Fix T0 > 0 such that

(a, b)(T ) ∈ C([0, T0], H3(R)×H3(R)) ∩ C1([0, T0], H2(R)×H2(R))

is a solution of the nonlinear Dirac equations (2.2.1) with initial data (a0, b0) ∈
H3(R)×H3(R). Fix C0 > 0 such that u0 ∈W (R) satisfy the bound∥∥∥u0 − ε1/2

(
a0(ε·)eikn· + b0(ε·)e−ikn·)∥∥∥

C0
b

≤ C0ε
3/2.

There exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0), the Gross–Pitaevskii
equation (2.2.2) admits a solution u(t) ∈ C([0, ε−1T0],W (R)) such that u(0) = u0

and for any t ∈ [0, ε−1T0],∥∥∥u(·, t)− ε1/2
(
a(ε·, εt)eikn· + b(ε·, εt)e−ikn·) e−iEnt

∥∥∥
C0

b

≤ Cε3/2, (2.2.13)

where kn = n
2 and En = n2

4 .

Remark 2.2 Solution u(x, t) constructed in Theorem 2.1 is bounded, continuous
in x on R, and decaying to zero at infinity as |x| → ∞ for any t ∈ [0, ε−1T0] thanks
to the Riemann–Lebesgue Lemma (Appendix B.10).

Our first task is to show that the non-vanishing terms in Fε as ε → 0 can be
removed by a normal form transformation of ϕε. The non-vanishing terms in Fε as
ε→ 0 are written explicitly by

F0 = Ṽaae+ + Ṽbbe− + a2b̄e3
+ + b2āe3

−.

Explicitly, F0 can be rewritten as the Fourier series

F0 =
∑

n′∈Z\{0,−n}
fn′(X,T )ei(n′+n

2 )x,

which contains no resonant terms with n′ = 0 and n′ = −n, where

fn = a2b̄ + Vna + V2nb, f−2n = b2ā + V−2na + V−nb,

and

fm = Vma + Vm+nb, m /∈ {n, 0,−n,−2n}.
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By writing ϕε = ϕ1 + ψε with

ϕ1 = −
∑

n′∈Z\{0,−n}

fn′(X,T )
n′(n + n′)

ei(n′+n
2 )x, (2.2.14)

we rewrite the time evolution problem for ψε in the abstract form

i∂tψε + Enψε = −∂2
xψε + εGε(a, b, ψε), (2.2.15)

where

Gε =
Fε(a, b, ϕ1 + ψε)− F0(a, b)

ε
−
(
i∂T + 2∂2

xX + ε∂2
XX

)
ϕ1. (2.2.16)

Our second task is to show that the residual term Fε of the time evolution problem
(2.2.11) maps an element of W (R) to an element of W (R) provided that (a, b) ∈
W 2(R)×W 2(R).

Lemma 2.6 Assume that V ∈ l1(Z). Then,

Fε(a, b, ϕε) : W 2(R)×W 2(R)×W (R)→W (R)

is a locally Lipschitz map for any (a, b, ϕε).

Proof We shall convert Fε(a, b, ϕε) to Fourier space and show that

F̂ε(â, b̂, ϕ̂ε) : L1
2(R)× L1

2(R)× L1(R)→ L1(R)

is a locally Lipschitz map for any (â, b̂, ϕ̂ε). Multiplication of two functions u(x)
and v(x) in physical space corresponds to the convolution integral

(û � v̂) (k) :=
∫
R

û(k′)v̂(k − k′)dk′

in Fourier space. Thanks to the bound

∀û, v̂ ∈ L1(R) : ‖û � v̂‖L1 ≤ ‖û‖L1‖v̂‖L1 ,

space L1(R) forms the Banach algebra with respect to convolution integrals (Ap-
pendix B.1). Thanks to the scaling invariance of W (R) with respect to the scaling
transformation, we have ‖ae+‖W = ‖â‖L1 . Similarly,

‖aXXe+‖W =
∫
R

p2|â(p)|dp ≤ ‖â‖L1
2
.

Therefore, the V -independent terms of F̂ε(â, b̂, ϕ̂ε) give a Lipschitz map from L1
2(R)×

L1
2(R)×L1(R) to L1(R). It remains to bound multiplications of V (x) given by the

Fourier series (2.2.4) and u(x) given by the Fourier integral (2.2.8). In Fourier space,
this multiplication corresponds to the convolution sum

(û � V) (k) :=
∑
m∈Z

Vmû(k −m),

which can be bounded by

∀û ∈ L1(R), ∀V ∈ l1(Z) : ‖û � V‖L1 ≤ ‖û‖L1‖V‖l1 .

Therefore, the V -dependent terms of F̂ε(â, b̂, ϕ̂ε) give also a Lipschitz map from
L1

2(R)× L1
2(R)× L1(R) to L1(R).
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Using Lemma 2.6, we show that Gε(a, b, ψε) is a Lipschitz map in a ball Bδ(W (R))
of radius δ > 0 provided that (a, b) are solutions of the nonlinear Dirac equations
(2.2.1) in a ball Bδ0(W

2(R)×W 2(R)) of radius δ0 > 0. Again, we shall formulate
and prove the statement in Fourier space for ψ̂ε and (â, b̂).

Lemma 2.7 Assume that V ∈ l1(Z) and (a, b) are solutions of the nonlinear Dirac
equations (2.2.1). Assume that there exists δ0 > 0 such that (â, b̂) ∈ Bδ0(L

1
2(R) ×

L1
2(R)). For any fixed δ > 0 and any small ε > 0, there exist C(δ0, δ) > 0 and

K(δ0, δ) > 0 such that if ψ̂ε,
ˆ̃
ψε ∈ Bδ(L1(R)), then

‖Ĝε(â, b̂, ψ̂ε)‖L1 ≤ C(δ0, δ)
(
‖â‖L1

2
+ ‖b̂‖L1

2
+ ‖ψ̂ε‖L1

)
, (2.2.17)

‖Ĝε(â, b̂, ψ̂ε)− Ĝε(â, b̂,
ˆ̃
ψε)‖L1 ≤ K(δ0, δ)‖ψ̂ε − ˆ̃

ψε‖L1 . (2.2.18)

Proof Although the definition of Gε in (2.2.15) involves T -derivatives of (a, b),
these terms are eliminated by the nonlinear Dirac equations (2.2.1). From the exact
expression (2.2.14), there is a constant C(δ0) > 0 such that

‖i∂Tϕ1‖W + ‖∂2
xXϕ1‖W + ‖∂2

XXϕ1‖W ≤ C(δ0)
(
‖â‖L1

2
+ ‖b̂‖L1

2

)
.

Combining this analysis with Lemma 2.6, we know that Ĝε(â, b̂, ψ̂ε) is a locally
Lipschitz map from L1

2(R)×L1
2(R)×L1(R) to L1(R). Bounds (2.2.17) and (2.2.18)

follow from expression (2.2.16).

Our third task is to prove local well-posedness of the time evolution problem
(2.2.15) in the same Wiener space W (R) for ψε. This is not a difficult task, thanks
to Lemma 2.7.

Lemma 2.8 Assume that V ∈ l1(Z). Fix T0 > 0 such that

(â, b̂)(T ) ∈ C([0, T0], L1
2(R)× L1

2(R)) ∩ C1([0, T0], L1
1(R)× L1

1(R)).

Fix δ > 0 such that ψ̂ε(0) ∈ Bδ(L1(R)). There exist a t0 > 0 and a ε0 > 0 such that,
for any ε ∈ (0, ε0), the time evolution problem (2.2.15) admits a unique solution
ψε(t) ∈ C([0, t0],W (R)).

Proof Transforming (2.2.15) to Fourier space and using Duhamel’s principle, we
write the time evolution problem in the integral form

ψ̂ε(t) = eit(En−k2)ψ̂ε(0) + ε

∫ t

0

ei(t−s)(En−k2)Ĝε(â(εs), b̂(εs), ψ̂ε(s))ds. (2.2.19)

Existence of a unique solution ψ̂ε(t) ∈ C([0, t0],W (R)) for a fixed t0 > 0 and
any small ε > 0 follows from bounds (2.2.17)–(2.2.18) by the Banach Fixed-Point
Theorem (Appendix B.2).

It remains now to control the remainder term ψ̂ε in the L1 norm, after which the
proof of Theorem 2.1 appears to be complete.

Proof of Theorem 2.1 Using bound (2.2.17) and the integral equation (2.2.19), we
obtain

‖ψ̂ε(t)‖L1 ≤ ‖ψ̂ε(0)‖L1 + εC(δ0, δ)
∫ t

0

(
‖â(εs)‖L1

2
+ ‖b̂(εs)‖L1

2
+ ‖ψ̂ε(s)‖L1

)
ds.
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By Gronwall’s inequality (Appendix B.6), it follows that

sup
t∈[0,ε−1T0]

‖ψ̂ε(t)‖L1

≤
(
‖ψ̂ε(0)‖L1 + C(δ0, δ)

∫ T0

0

(
‖â(T )‖L1

2
+ ‖b̂(T )‖L1

2

)
dT

)
eT0C(δ0,δ)

≤ δ.

This bound is satisfied by a choice for δ0 > 0 and δ > 0. �

Exercise 2.16 Use two subsequent normal form transformations and justify non-
linear Dirac equations (2.2.1) for the system of Gross–Pitaevskii equations with
quadratic nonlinear terms and a bounded 2π-periodic potential V (x){

iut = −uxx + εV (x)u + uw,

iwt = −wxx + u2,

where ε is a small positive parameter.

2.2.2 Justification of the stationary equation

Consider the stationary reduction of the nonlinear Dirac equations (2.2.1),

a(X,T ) = A(X)e−i(Ω+V0)T , b(X,T ) = B(X)e−i(Ω+V0)T

where Ω is a real-valued parameter and (A,B) satisfy the stationary nonlinear Dirac
equations, {

inA′(X) + ΩA = VnB + (|A|2 + 2|B|2)A,

−inB′(X) + ΩB = V̄nA + (2|A|2 + |B|2)B.
(2.2.20)

We are looking for localized modes of the stationary system (2.2.20) that may exist
for any Ω ∈ (−|Vn|, |Vn|). The interval ε(V0 − |Vn|, V0 + |Vn|) corresponds to the
narrow gap between two spectral bands of L = −∂2

x + V (x) that bifurcates from
the point En = n2

4 as ε > 0 (Exercise 2.5). Localized modes of the stationary
nonlinear Dirac equations (2.2.20) correspond to localized modes of the stationary
Gross–Pitaevskii equation

−Φ′′(x) + εV (x)Φ(x) + |Φ(x)|2Φ(x) = ωΦ(x), (2.2.21)

which arises from the Gross–Pitaevskii equation (2.2.2) after the substitution

u(x, t) = Φ(x)e−iωt.

Decaying solutions of system (2.2.20) are found explicitly (Section 3.3)

A(X −X0)eiΘ0 =
√

2√
3

√
V 2
n − Ω2

√
Vn − Ω cosh(KX) + i

√
Vn + Ω sinh(KX)

= B̄(X −X0)eiΘ0 , (2.2.22)

where K = 1
n

√
V 2
n − Ω2, (Θ0, X0) are arbitrary parameters and Vn > 0. (Normal-

ization of Vn to a real positive number can be achieved by a shift x → x + x0 in
the stationary Gross–Pitaevskii equation (2.2.21).)
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Before we estimate the distance between decaying solutions of systems (2.2.20)
and (2.2.21), we should realize that the nonlinear Dirac equations (2.2.20) are in-
variant with respect to gauge transformation and spatial translation

(A,B) �→ (A,B)eiΘ0 , (A,B)(X) �→ (A,B)(X −X0), (Θ0, X0) ∈ R
2,

while the Gross–Pitaevskii equation (2.2.21) with a nonzero V (x) is only invariant
with respect to the gauge transformation

Φ �→ Φeiθ0 , θ0 ∈ R.

Without loss of generality, we can set Θ0 = 0 in the exact solution (2.2.22). On the
other hand, we do not have freedom to remove parameter X0 from consideration.

To simplify the justification analysis, we shall add an assumption that

V (−x) = V (x) for all x ∈ R.

In this case, the stationary Gross–Pitaevskii equation (2.2.21) admits two solutions
Φ(x) and Φ(−x), which are identical if Φ(x) = Φ(−x). This construction allows us
to consider even solutions (2.2.22) and set X0 = 0. We note that

V (−x) = V (x), x ∈ R ⇒ V−n = Vn, n ∈ Z (2.2.23)

and

Θ0 = X0 = 0 ⇒ A(X) = Ā(−X) = B̄(X), X ∈ R. (2.2.24)

The following theorem formulates the main result of the justification analysis.

Theorem 2.2 Let V (−x) = V (x) be given by the Fourier series (2.2.4) and
V ∈ l1(Z). Fix n ∈ N such that Vn �= 0. Let A(X) = Ā(−X) = B̄(X) be the
localized mode (2.2.22) for Ω ∈ (−|Vn|, |Vn|). There exist ε0 > 0 and C0 > 0
such that for all ε ∈ (0, ε0), the stationary Gross–Pitaevskii equation (2.2.21) with
ω = En + ε(V0 + Ω) admits a real-valued solution Φ ∈ W (R), even in x, decaying
to zero as |x| → ∞, satisfying the bound

‖Φ− ε1/2
(
A(ε·)eikn· + B(ε·)e−ikn·) ‖C0

b
≤ C0ε

5/6, (2.2.25)

where kn = n
2 and En = n2

4 .

Remark 2.3 If Vn > 0 and Ω = Vn, the exact solution (2.2.22) with Θ0 = X0 = 0
degenerates into the algebraically decaying solution

A(X) =
2n
√
Vn√

3(n + 2iVnX)
, B(X) =

2n
√
Vn√

3(n− 2iVnX)
. (2.2.26)

Although A ∈ W (R), the persistence of algebraically decaying solutions cannot be
proved with our analysis. The reason lies in Lemma 2.10 below, where the linearized
operator (2.2.35) associated with the algebraically decaying solution (2.2.26) admits
a continuous spectrum that touches the origin.

To prove Theorem 2.2, we substitute the Fourier transform (2.2.8) for Φ(x) and
the Fourier series (2.2.4) for V (x) into the stationary Gross–Pitaevskii equation
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(2.2.21) with ω = En + ε(V0 + Ω). If we use the rescaling Φ̂(k) �→ ε1/2Φ̂(k) for
convenience, the resulting integral equation becomes(

En + εΩ− k2
)
Φ̂(k) + ε

∑
n′∈Z\{0}

Vn′Φ̂(k − n′)

= ε

∫
R

∫
R

Φ̂(k1)
¯̂Φ(k2)Φ̂(k − k1 + k2)dk1dk2. (2.2.27)

Since En = n2

4 , the first term in brackets vanishes near k = ±kn = ±n
2 and ε = 0.

This fact results in singularities of Φ̂(k) near k = ±kn if we are to invert the first
term. To single out these singular contributions, we decompose Φ̂(k) into three
parts

Φ̂(k) = Φ̂+(k)χR′
+
(k) + Φ̂−(k)χR′

−
(k) + Φ̂0(k)χR′

0
(k), (2.2.28)

where χS(k) is a characteristic function and the sets R
′
+, R

′
− and R

′
0 are

R
′
± =

[
±ωn − ε2/3,±ωn + ε2/3

]
, R

′
0 = R\(R′

+ ∪ R
′
−).

The components Φ̂±(k) represent the largest part of the solution Φ̂(k) near the
resonant values k = ±kn, whereas the component Φ̂0(k) represents a small re-
mainder term. The largest terms are approximated by solutions of the nonlinear
Dirac equations (2.2.20) in Fourier space, whereas the small remainder Φ̂0(k) is
determined uniquely from Φ̂+(k) and Φ̂−(k).

We have performed the first step in the general algorithm of the justification
analysis. It remains to perform two more steps.

• Prove the existence of a unique smooth map from (Φ̂+, Φ̂−) ∈ L1(R′
+)×L1(R′

−)
to Φ̂0 ∈ L1(R′

0).

• Approximate (Φ̂+, Φ̂−) by solutions (Â, B̂) of the nonlinear Dirac equations
(2.2.20) rewritten in Fourier space and prove the persistence of solutions for
(Φ̂+, Φ̂−) in L1(R′

+)× L1(R′
−).

These steps are performed in the following two lemmas. Note that we can take
L1(R′

±) instead of L1
2(R

′
±) compared to Section 2.2.1 because R

′
± are compact

intervals.

Lemma 2.9 Let V be given by (2.2.4) with V ∈ l1(Z). There exist ε0 > 0, δ0 > 0,
C0 > 0, and a unique continuous map

Ψ(Φ̂+, Φ̂−, ε) : L1(R′
+)× L1(R′

−)× R→ L1(R′
0), (2.2.29)

such that Φ̂0(k) = Ψ(Φ̂+, Φ̂−, ε)(k) solves the integral equation (2.2.27) on R
′
0 for

any ε ∈ (0, ε0) and Φ̂± ∈ Bδ0(L
1(R′

±)). Moreover, the map satisfies

‖Ψ(Φ̂+, Φ̂−, ε)‖L1(R′
0)
≤ ε1/3C0

(
‖Φ̂+‖L1(R′

+) + ‖Φ̂−‖L1(R′
−)

)
. (2.2.30)
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Proof We project the integral equation (2.2.27) onto R
′
0:(

En + εΩ− k2
)
Φ̂0(k) + ε

∑
n′∈Z\{0}

Vn′χR′
0
(k)Φ̂(k − n′)

= εχR′
0
(k)
∫
R

∫
R

Φ̂(k1)
¯̂Φ(k2)Φ̂(k − k1 + k2)dk1dk2, (2.2.31)

where Φ̂(k) is represented by (2.2.28). Because of the definition of R
′
0, for any

ε ∈ (0, ε0), there is Cn > 0 such that

min
k∈R′

0

∣∣En − k2
∣∣ ≥ Cnε

2/3.

Since V ∈ l1(Z), the convolution sum in the integral equation represents a bounded
perturbation of the linear operator (En + εΩ − k2) in L1(R′

0). Therefore, the lin-
earized integral operator

L̂Φ̂0 :=
(
En + εΩ− k2

)
Φ̂0(k) + ε

∑
n′∈Z\{0}

Vn′χR′
0
(k)Φ̂0(k − n′)

is continuously invertible near ε = 0 and

∀ε ∈ (0, ε0) : ∃Cn > 0 :
∥∥∥L̂−1χR′

0
f̂
∥∥∥
L1(R′

0)
≤ Cnε

−2/3‖f̂‖L1(R′
0)
. (2.2.32)

Recall that ε2/3 � ε for sufficiently small ε > 0. Inverting L̂, we rewrite the integral
equation (2.2.31) as a near-identity equation, where the right-hand side has the
order of O(ε1/3). By Lemma 2.6, the vector field of this integral equation consists
of convolution integrals, which map elements of L1(R) to elements of L1(R).

Fix δ0 > 0 such that

‖Φ̂+‖L1(R′
+) + ‖Φ̂−‖L1(R′

−) < δ0.

By the Implicit Function Theorem (Appendix B.7), there exists a unique map
(2.2.29) for Φ̂± ∈ Bδ0(L

1(R′
±)) and ε ∈ (0, ε0). Since a unique trivial solution

Φ̂0 ≡ 0 exists if Φ̂± ≡ 0, then the map satisfies Ψ(0, 0, ε) = 0. The desired bound
(2.2.30) follows from analyticity of the integral equation (2.2.31) in Φ̂ and ε and
the bound (2.2.32).

Lemma 2.10 Let V (−x) = V (x) be given by (2.2.4) with V ∈ l1(Z). Fix n ∈ N

such that Vn �= 0. Let A(X) = Ā(−X) = B̄(X) be the localized mode (2.2.22) for
Ω ∈ (−|Vn|, |Vn|). There exists ε0 > 0 and C0 > 0 such that the integral equation
(2.2.27) for any ε ∈ (0, ε0) admits a solution in the form (2.2.28), where Φ̂0(k) =
Ψ(Φ̂+, Φ̂−, ε)(k) is given by Lemma 2.9 and Φ̂±(k) satisfy the bound∥∥∥∥Φ̂+ −

1
ε
Â

(
· − kn

ε

)∥∥∥∥
L1(R′

+)

+
∥∥∥∥Φ̂− −

1
ε
B̂

(
·+ kn

ε

)∥∥∥∥
L1(R′

−)

≤ C0ε
1/3.

Proof Let us first map the intervals R
′
± for Φ̂±(k) to the normalized interval

R0 =
[
−ε−1/3, ε−1/3

]
for Ψ̂±(p) given by

Φ̂±(k) =
1
ε
Ψ̂±

(
k ∓ kn

ε

)
. (2.2.33)
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The new functions Ψ̂±(p) have a compact support on R0 and satisfy

‖Φ̂±‖L1(R′
±) = ‖Ψ̂±‖L1(R0),

thanks to the scaling invariance of the L1 norm. The integral equation (2.2.27) is
projected to the system of two integral equations for p ∈ R0:

(Ω∓ np) Ψ̂±(p) + V±nΨ̂∓(p)

−
∫
R0

∫
R0

[
Ψ̂+(p1) ˆ̄Ψ+(p2) + Ψ̂−(p1) ˆ̄Ψ−(p2)

]
Ψ̂±(p− p1 + p2)dp1dp2

−
∫
R0

∫
R0

Ψ̂+(p1) ˆ̄Ψ−(p2)Ψ̂∓(p− p1 + p2)dp1dp2

= εp2Ψ̂±(p) + ε1/3R̂±(Ψ̂+, Ψ̂−,Ψ0(Ψ̂+, Ψ̂−, ε)),

where the linear terms p2Ψ̂±(p) are controlled by the bounds

ε‖p2Ψ̂±(p)‖L1(R0) ≤ ε1/3‖Ψ̂±‖L1(R0)

and the remainder terms R̂± are controlled by the bound (2.2.30) in Lemma 2.9,

∀ε ∈ (0, ε0) : ∃C± > 0 : ‖R̂±‖L1(R0) ≤ C±
(
‖Ψ̂+‖L1(R0) + ‖Ψ̂−‖L1(R0)

)
.

Therefore, the system on Ψ̂±(p) is a perturbation of the nonlinear Dirac equations
(2.2.20) in Fourier space after it is truncated on R0 and perturbed by the remainder
terms of the order of O(ε1/3).

Let us now consider solutions of the system of integral equations for Ψ̂±(p) for
all p ∈ R. We do this by extending the residual terms from L1(R0) to L1(R) with
a compact support on R0. Let Ψ̂ = (Ψ̂+, Ψ̂−,

ˆ̄Ψ+,
ˆ̄Ψ−)T and denote the system of

integral equations by an abstract notation

N̂(Ψ̂) = R̂(Ψ̂).

If Ψ̂ = Â + Θ̂, where Â is a decaying solution of N̂(Â) = 0, then Θ̂ solves the
nonlinear system in the form

L̂Θ̂ = F̂(Θ̂) := R̂(Â + Θ̂)−
[
N̂(Â + Θ̂)− L̂Θ̂

]
, (2.2.34)

where L̂ = DÂN̂(Â) is a linearized operator and the nonlinear terms satisfy the
bounds

∃C > 0 : ‖N̂(Â + Θ̂)− L̂Θ̂‖L1(R) ≤ C‖Θ̂‖2L1(R)

and

∀ε ∈ (0, ε0) : ∃C > 0 : ‖R̂(Â + Θ̂)‖L1(R) ≤ Cε1/3.

The linearized differential operator associated to the nonlinear Dirac equations
(2.2.20) in physical space is given by a self-adjoint system of 4×4 component Dirac
operators,

L =

⎡⎢⎢⎣
in∂X + D0 −A2 Vn − 2AB̄ −2AB

−Ā2 −in∂X + D0 −2ĀB̄ V̄n − 2AB̄

V̄n − 2ĀB −2AB −in∂X + D0 −B2

−2ĀB̄ Vn − 2AB̄ −B̄2 in∂X + D0

⎤⎥⎥⎦ , (2.2.35)
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where D0 = Ω−2(|A|2+|B|2). The linearized operator (2.2.35) is block-diagonalized
into two uncoupled 2 × 2 Dirac operators, each having a one-dimensional kernel
(Theorem 4.20 in Section 4.3.5). The two-dimensional kernel of the linearized op-
erator (2.2.35) is spanned by the eigenvectors(

A′(X), B′(X), Ā′(X), B̄′(X)
)
,
(
iA, iB,−iĀ,−iB̄

)
, (2.2.36)

which are related to the symmetries of the nonlinear Dirac equations (2.2.20) with
respect to spatial translation and gauge transformation. The zero eigenvalue of the
linearized operator (2.2.35) is bounded away from the rest of the spectrum of L if
Ω ∈ (−|Vn|, |Vn|).

By the Fredholm Alternative Theorem (Appendix B.4), there exists a solution
of system (2.2.34) if and only if the right-hand side F̂(Θ̂) lies in the range of
the linearized operator L̂. We recall that the original stationary Gross–Pitaevskii
equation (2.2.21) inherits only gauge invariance, so that we can uniquely fix the
phase factor of Φ(x) by requiring that

Im Φ(0) = 0.

On the other hand, if V (−x) = V (x), then both Φ(x) and Φ(−x) are solutions of
(2.2.21) and one can look for even solutions under the constraint

Re Φ′(0) = 0.

These two constraints are compatible with the localized mode satisfying

A(X) = Ā(−X) = B̄(X) for all X ∈ R.

Since eigenvectors (2.2.36) violate the aforementioned constraints, we infer that the
operator L is invertible in the corresponding constrained space.

By the Banach Fixed-Point Theorem (Appendix B.2), there exists a unique
solution

Θ̂ = L̂−1F̂(Θ̂) ∈ X := L1(R)× L1(R)× L1(R)× L1(R)

such that

∀ε ∈ (0, ε0) : ∃C,C ′ > 0 : ‖Θ̂‖X ≤ C‖R̂(Â)‖X ≤ C ′ε1/3.

As a result, for all ε ∈ (0, ε0), there exists C > 0 such that∥∥∥Ψ̂+ − Â
∥∥∥
L1(R)

+
∥∥∥Ψ̂− − B̂

∥∥∥
L1(R)

≤ Cε1/3. (2.2.37)

Lastly, we consider the system of integral equations for Ψ̂±(p) for all p ∈ R0. This
system is different from system (2.2.34) by the terms bounded by ‖Θ̂‖L1

1(R\R0,C4).
We need to show that these terms have the order of at least O(ε1/3) to agree
with the order of the residual term R̂(Â). To show this, we recall that the inverse
operator L̂−1 is a map from L1(R,C4) to L1

1(R,C4) thanks to the first derivatives
in the differential operator (2.2.35). Therefore, for any ε ∈ (0, ε0) and any solution
Θ̂ = L̂−1F̂(Θ̂) ∈ L1

1(R,C4), there exist C,C ′ > 0 such that

‖Θ̂‖L1
1(R\R0,C4) ≤ ‖Θ̂‖L1

1(R,C
4) ≤ C‖R̂(Â)‖L1(R,C4) ≤ C ′ε1/3.

The desired bound of Lemma 2.10 follows from the bound (2.2.37).
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We can now prove Theorem 2.2 using Lemmas 2.9 and 2.10.

Proof of Theorem 2.2 When the solution Φ(x) is represented by the Fourier trans-
form Φ̂(k) and both scaling transformations of Lemma 2.9 and 2.10 are incorporated
into the solution, we obtain the bound

∀ε ∈ (0, ε0) : ∃C > 0 :
∥∥∥∥Φ̂− 1

ε
Â

(
· − kn

ε

)
− 1

ε
B̂

(
·+ kn

ε

)∥∥∥∥
L1(R)

≤ Cε1/3.

This bound in Fourier space implies the desired bound (2.2.25) in the original
physical space.

It remains to prove that the solution Φ(x) constructed in this algorithm is real-
valued and even in x. The real-valued property follows from the symmetry of the
map Φ0(k) = Ψ0(Φ̂+, Φ̂−, ε) constructed in Lemma 2.9 with respect to the inter-
change of Φ̂+(k − kn) and ¯̂Φ−(k + kn) and complex conjugation. As a result, the
system of integral equations for Ψ̂±(k) has the symmetry reduction Ψ̂+(p) = ¯̂Ψ−(p),
which is satisfied by the localized mode (2.2.22). When the partition (2.2.28) is sub-
stituted into the Fourier transform with the symmetry Φ̂+(k − kn) = ¯̂Φ−(k + kn),
the resulting solution Φ(x) becomes real-valued. Similar arguments apply to prove
that the solution Φ(x) is even in x, which corresponds to the symmetry reduction
Φ̂+(k − kn) = Φ̂−(k + kn) and the invariance of the map Φ0(k) = Ψ0(Φ̂+, Φ̂−, ε)
with respect to this reduction. �

Exercise 2.17 Thin intervals R
′
± used in Theorem 2.2 have small length cεr,

where c = 2 and r = 2
3 . Generalize all proofs for any constant c > 0 and any scaling

factor 1
2 < r < 1.

Persistence of non-symmetric decaying solutions in the stationary Gross–Pitaevskii
equation (2.2.21) can be resolved at the algebraic order of the asymptotic expan-
sion in ε. It does not involve beyond-all-orders expansions at the exponentially small
order, unlike the case of the continuous NLS equation (Section 2.3).

Exercise 2.18 Assume the general case of non-symmetric V (x) and find a con-
straint on parameter X0 in (2.2.22) from persistence analysis of Lemma 2.10.

Exercise 2.19 Consider the stationary two-dimensional Gross–Pitaevskii equa-
tion with a small 2π-periodic potential in each coordinate

−(∂2
x1

+ ∂2
x2

)φ(x1, x2) + εV (x1, x2)φ(x1, x2) + |φ|2φ = ωφ(x1, x2). (2.2.38)

Characterize the set of resonant Fourier modes of the double Fourier series and
derive the following system of algebraic equations,

Ωa1 +V2,2a2 +V0,2a3 +V2,0a4 = (|a1|2 + 2|a2|2 + 2|a3|2 + 2|a4|2)a1 + 2ā2a3a4,

Ωa2 +V−2,−2a1 +V−2,0a3 +V0,−2a4 = (2|a1|2 + |a2|2 + 2|a3|2 + 2|a4|2)a2 + 2ā1a3a4,

Ωa3 +V2,−2a4 +V0,−2a1 +V2,0a2 = (2|a1|2 + 2|a2|2 + |a3|2 + 2|a4|2)a3 + 2ā4a1a2,

Ωa4 +V−2,2a3 +V−2,0a1 +V0,2a2 = (2|a1|2 + 2|a2|2 + 2|a3|2 + |a4|2)a4 + 2ā3a1a2,
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for four antiperiodic resonant modes

(k1, k2) ∈
{(

1
2
,
1
2

)
;
(
−1

2
,−1

2

)
;
(

1
2
,−1

2

)
;
(
−1

2
,
1
2

)}
corresponding to the same value ω = 1

2 .

The system of four coupled equations in two-dimensional periodic equations
was derived by Agueev & Pelinovsky [6]. It is important to realize that the two-
dimensional Schrödinger operator

L = −∂2
x1
− ∂2

x2
+ εV (x1, x2)

has no spectral gaps for small ε > 0. As a result, no localized modes exist in the
stationary two-dimensional Gross–Pitaevskii equation (2.2.38) in the limit of small
periodic potential. Hence the justification analysis of the differential system of four
coupled equations must break down. Indeed, the operator |k|2 − ω with ω = 1

4 and
k ∈ R

2 is not invertible in the neighborhood of a circle of radius |k| = 1
2 . Since only

finitely many parts of the circle are excluded from the compact support of Φ̂0(k),
Lemma 2.9 fails and no map from finitely many large parts of the solution Φ̂(k) for
the resonant Fourier modes to the small remainder part Φ̂0(k) exists.

2.3 Justification of the nonlinear Schrödinger equation

The second example of the justification analysis deals with a regular case of bounded
potentials. The asymptotic multi-scale expansion method (Section 1.1.2) and the
spectral theory of Bloch decomposition (Section 2.1.2) give everything we need to
reduce the Gross–Pitaevskii equation with a periodic potential,

iut = −uxx + V (x)u + |u|2u, (2.3.1)

to the nonlinear Schrödinger equation,

iaT = αaXX + β|a|2a, (2.3.2)

where a = a(X,T ) : R × R → C is an amplitude function in new (slow) variables
and (α, β) are nonzero numerical coefficients.

Roughly speaking, the NLS equation (2.3.2) is valid for small-amplitude slowly
modulated packets of the Bloch wave un0(x; k0)e−iω0t, where n0 ∈ N and k0 ∈ T

are fixed numbers for the spectral band and the quasi-momentum of the spectral
problem Lun0 = ω0un0 corresponding to the eigenvalue ω0 = En0(k0). The new
variable X is related to the moving coordinate x − E′

n0
(k0)t. Stationary solutions

of the NLS equation (2.3.2) approximate moving pulse solutions of the Gross–
Pitaevskii equation (2.3.1) if E′

n0
(k0) �= 0. However, moving pulse solutions do not

generally exist in the periodic potentials V (Section 5.6).
This fact is not a contradiction, since the time-dependent NLS equation (2.3.2)

is only justified for finite time intervals and the moving pulse solutions of the
NLS equation (2.3.2) decay in amplitude during their time evolution in the Gross–
Pitaevskii equation (2.3.1). Nevertheless, we shall avoid dealing with moving pulse
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solutions and shall choose k0 ∈ T such that E′
n0

(k0) = 0. In this case, the new
variables X and T are rescaled versions of x and t.

By properties of En(k) (Section 2.1.2), the only possibility of E′
n0

(k0) = 0 is
that ω0 = En0(k0) is chosen at the band edge (either at E+

n0
or at E−

n0
) of the

n0th spectral band. Moreover, if the n0th spectral band is disjoint from another
spectral band by a nonzero band gap, then E′

n0
(k0) = 0. Hence we assume here

that ω0 = En0(k0) is chosen at the band edge between a nonzero band gap and the
n0th spectral band.

Exercise 2.20 Let ω0 = En0(k0) be the band edge and assume that there exists
only one linearly independent 2π-periodic solution u0 of

Lu = ω0u,

normalized by ‖u0‖L2
per

= 1. Use the Fredholm Alternative Theorem (Appendix
B.4) and show that there exists a 2π-periodic solution of the inhomogeneous equa-
tion

Lu1 = ω0u1 + 2u′
0(x),

which is uniquely defined by 〈u0, u1〉L2
per

= 0. Expand solutions of

Lkwn0(x; k) = En0(k)wn0(x; k)

in power series of k near k0 = 0 using analyticity of En0(k) and wn0(x; k) and prove
that E′

n0
(k0) = 0 and E′′

n0
(k0) = 2 + 4〈u0, ∂xu1〉L2

per
.

A simple method exists to determine the numerical coefficient α of the NLS
equation (2.3.2) from the spectral theory of operator L = −∂2

x + V (x) without
developing the nonlinear analysis of the problem. If the nonlinear term |u|2u is
dropped, the Gross–Pitaevskii equation (2.3.1) becomes the linear time-dependent
Schrödinger equation which is solved with the Bloch wave function

u(x, t) = e−iEn0 (k)tun0(x; k) = eikx−iEn0 (k)twn0(x; k),

where wn0(x; k) is a solution of

Lwn0 − 2ik∂xwn0 + k2wn0 = En0wn0 .

For simplicity, let k0 = 0 and consider 2π-periodic Bloch functions. Since the n0th
spectral band is disjoint from other spectral bands, there exists a unique 2π-periodic
eigenfunction u0 of operator L for ω0 = En0(0) and the functions En0(k) and
wn0(x; k) are analytic near k = 0. Using the Taylor series expansions (Exercise
2.20), we obtain

En0(k) = ω0 + ω2k
2 +O(k4), wn0(x; k) = u0(x) + iku1(x) +O(k2),

where ω2 = 1
2E

′′
n0

(0) = 1 + 2〈u0, ∂xu1〉L2
per

.
Let us express the smallness of k using a formal small parameter ε > 0 and the new

ε-independent parameter p with the correspondence k = ε1/2p. If k ∈ T :=
[
− 1

2 ,
1
2

]
,

then p ∈ Tε, where

Tε :=
[
− 1

2ε1/2
,

1
2ε1/2

]
.
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The Bloch wave function is now represented by the expansion in powers of ε1/2

as follows:

u(x, t) = eiε1/2px−it(ω0+εω2p
2+O(ε2))

(
u0(x) + iε1/2pu1(x) +O(ε)

)
= e−iω0t

(
a(X,T )u0(x) + ε1/2aX(X,T )u1(x) +O(ε)

)
,

where X = ε1/2x, T = εt, and a(X,T ) = eipX−ip2ω2T satisfies iaT = αaXX with

α = −ω2 = −1− 2〈u0, ∂xu1〉L2
per

.

To compute the numerical coefficient β of the NLS equation (2.3.2), we consider
2π-periodic solutions of the Gross–Pitaevskii equation (2.3.1) in the form

u(x, t) = ε1/2 (a(T )u0(x) +O(ε)) e−iω0t,

where T = εt. Substitution of the asymptotic expansion into the Gross–Pitaevskii
equation (2.3.1) and projection to u0 using the Fredholm Alternative Theorem
(Appendix B.4) shows that a(T ) satisfies iaT = β|a|2a with β = ‖u0‖4L4

per
.

We still need to justify the NLS equation (2.3.2) for solutions φ(x, t) decaying to
zero as |x| → ∞. Our method will follow the work of Busch et al. [24] but the L1

space for the Bloch transform will be used instead of the L2 space. This approach
is similar to the recent work of Dohnal et al. [50]. We will also look at the relevance
of the stationary NLS equation for bifurcation of localized modes of the stationary
Gross–Pitaevskii equation. Further works on the justification of the stationary NLS
equation can be found in Dohnal & Uecker [51] for the cubic nonlinearity and in
Ilan & Weinstein [90] for a more general power nonlinearity.

Other works, where the time-dependent NLS equation was justified in the con-
text of spatially homogeneous hyperbolic equations, include the works of Colin [38],
Kirrmann et al. [113], Lannes [129], and Schneider [184]. A difficulty that arises in
problems with space-periodic coefficients compared to problems with space-constant
coefficients is that the approximation equation (2.3.2) lives in a spatially homoge-
neous domain, where Fourier analysis is used, whereas the original system (2.3.1)
lives in a spatially periodic domain, where Bloch analysis is applied. We will get
around this difficulty by cutting the support of the Bloch transform around the res-
onance point k = k0 for n = n0 and by applying a scaling transformation suggested
by the asymptotic multi-scale expansion method.

2.3.1 Justification of the time-dependent equation

Let us fix n0 ∈ N and ω0 = En0(k0) for either k0 = 0 or k0 = 1
2 . We define functions

u0(x) and u1(x) as in Exercise 2.20. For simplicity, we will assume k0 = 0 and work
with 2π-periodic functions throughout this section. Our main result is the following
justification theorem.

Theorem 2.3 Let V ∈ L∞
per([0, 2π]). Fix n0 ∈ N and assume that the n0th spectral

band of operator L = −∂2
x + V (x) is disjoint from other spectral bands of L. Fix
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T0 > 0 such that a(T ) ∈ C([0, T0], H6(R)) is a local solution of the NLS equation
(2.3.2) with coefficients

α = −1− 2〈u0, ∂xu1〉L2
per

, β = ‖u0‖4L4
per

and the initial data a(0) ∈ H6(R). Fix C0 > 0 and s ∈
(

1
2 , 1
)

such that û(0) ∈
L1(T, l1s(N)) is the Bloch transform of u(0) ∈ C0

b (R) satisfying the bound

‖u(0)− ε1/2a(ε1/2·, 0)u0‖L∞ ≤ C0ε.

There exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0), the Gross–Pitaevskii
equation (2.3.1) admits a solution u(t) ∈ C([0, ε−1T0], C0

b (R)) satisfying the bound

‖u(·, t)− ε1/2a(ε1/2·, εt)u0e
−iω0t‖L∞ ≤ Cε, t ∈ [0, ε−1T0]. (2.3.3)

Moreover, u(x, t)→ 0 as |x| → ∞ for all t ∈ [0, ε−1T0].

Proof The proof of Theorem 2.3 consists of four steps.

Step 1: Decomposition. Let us represent a solution of the Gross–Pitaevskii
equation (2.3.1) by the asymptotic multi-scale expansion,

u(x, t) = ε1/2
(
a(X,T )u0(x) + ε1/2aX(X,T )u1(x) + εϕε(x, t)

)
e−iω0t, (2.3.4)

where X = ε1/2x and T = εt. Assuming that a(X,T ) solves the NLS equation
(2.3.2), we find the time evolution problem for ϕε(x, t) in the form

i∂tϕε = (L− ω0)ϕε + Fε(a, ϕε), (2.3.5)

where

Fε(a, ϕε) = −2aXX

(
∂xu1 − 〈u0, ∂xu1〉L2

per
u0

)
− ε1/2 (iaXTu1 + aXXXu1)

+ |au0 + ε1/2aXu1 + εϕε|2(au0 + ε1/2aXu1 + εϕε)− β|a|2au0.

The term εϕε of the asymptotic expansion (2.3.4) is referred to as the remainder
term and the vector field Fε(a, ϕε) of the time evolution problem (2.3.5) is referred
to as the residual term.

Step 2: Normal form transformation. Justification of the NLS equation
(2.3.2) is based on the application of the Gronwall inequality (Appendix B.6) to
the time evolution problem (2.3.5). However, a simple inspection of this equation
shows that the residual term is of the order of O(1) as ε → 0 and it will result in
the remainder term εϕε of the same order O(1) as the leading-order term au0 at
the scale t = O(ε−1) or T = O(1) as ε→ 0. Therefore, before proceeding with the
nonlinear analysis, let us remove the leading-order part of the residual term with a
simple transformation

εϕε = εϕ1 + ε1/2ψε,

where ϕ1 is a solution of the equation

(L− ω0)ϕ1 = 2aXX

(
∂xu1 − 〈u0, ∂xu1〉L2

per
u0

)
− |a|2a(u3

0 − 〈u0, u
3
0〉L2

per
u0) (2.3.6)
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and ε1/2ψε is a new remainder term, which solves a new time-dependent problem

i∂tψε = (L− ω0)ψε + εGε(a, ψε) (2.3.7)

with a new residual term in the form

Gε(a, ψε) = −iε1/2∂Tϕ1 − 2∂2
xXϕ1 − ε1/2∂2

XXϕ1 − iaTXu1 − aXXXu1 + ε−1/2

×
(
|au0 + ε1/2aXu1 + εϕ1 + ε1/2ψε|2(au0 + ε1/2aXu1 + εϕ1 + ε1/2ψε)− |a|2au3

0

)
.

By the Fredholm Alternative Theorem (Appendix B.4), a linear inhomogeneous
equation

(L− ω0)ϕ = h

admits a unique solution ϕ ∈ H2
per(R) for a given h ∈ L2

per([0, 2π]) if and only if
〈u0, h〉L2

per
= 0. (Recall that u0 ∈ L2

per([0, 2π]) is the only 2π-periodic solution of
the homogeneous equation (L−ω0)u0 = 0.) To eliminate the homogeneous solution
and to determine ϕ ∈ H2

per([0, 2π]) uniquely, one needs to add the orthogonality
condition 〈u0, ϕ〉L2

per
= 0. As a result, the linear inhomogeneous equation (2.3.6)

admits a unique solution in the form

ϕ1 = aXXf1(x) + |a|2af2(x),

where unique f1,2 ∈ H2
per(R) satisfy 〈u0, f1,2〉L2

per
= 0. Note that the choice of

coefficients (α, β) in the NLS equation (2.3.2) gives the orthogonality of the right-
hand side of the inhomogeneous equation (2.3.6) to u0 in L2

per([0, 2π]).

Remark 2.4 Non-resonance conditions such as

∃C > 0 : inf
n∈N\{n0}

|En(3k0)− 3En0(k)| ≥ C

are required typically to ensure the existence of the normal form transformation
[24]. We do not need any non-resonance conditions thanks to the gauge invariance
of the Gross–Pitaevskii equation (2.3.1), which allows us to detach the factor e−iω0t

from the solution u(x, t).

The theorem will be proved if we can show that the remainder term ε1/2ψε has
the order of O(ε1/2) at the scale t = O(ε−1) as ε→ 0.

Step 3: Fixed-point iterations. It is now time to make all formal computations
of the asymptotic multi-scale expansion method rigorous. We shall work in the
space L1(T, l1s(N)) for the Bloch transform of the solution of the Gross–Pitaevskii
equation (2.3.1) for a fixed t ≥ 0. By Lemma 2.2, if φ̂ ∈ L1(T, l1s(N)) with s > 1

2 ,
then φ ∈ C0

b (R) and φ(x)→ 0 as |x| → ∞.
Let us apply the Bloch transform to the time evolution equation (2.3.7) and write

it in the abstract form

i∂tψ̂ε = (L̂− ω0)ψ̂ε + εĜε(â, ψ̂ε), (2.3.8)

where L̂ is the image of L after the Bloch transform, ψ̂ε is the Bloch transform of
ψε, and â is the Fourier transform of a. We note that the differential operator L
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becomes a pseudo-differential operator L̂ after the Bloch transform, whose symbol
is a multiple-valued dispersion relation expressed by {En(k)}n∈N for k ∈ T.

We need to show that the residual term Ĝε(â, ψ̂ε) for a fixed â maps an element
ψ̂ε in the ball Bδ(L1(T, l1s(N))) of radius δ > 0 to an element of the same ball and
it is Lipschitz continuous in Bδ(L1(T, l1s(N))). Generally, it is only possible under
some conditions on â and we will identify these conditions in our analysis.

If we have a product of two functions φ(x) and ϕ(x) of x ∈ R, then the Bloch
transform of the product is given by the convolution operator(

φ̂ � ϕ̂
)
n

(k) =
∫
T

∫
T

∑
m1∈N

∑
m2∈N

Kn,n1,n2(k, k1, k2)φ̂n1(k1)ϕ̂n2(k2)dk1dk2 (2.3.9)

and

Kn,n1,n2(k, k1, k2) =
∫
R

ūn(x; k)un1(x; k1)un2(x; k2)dx.

Since the convolution operator (2.3.9) is not a standard discrete or continuous
convolution, it would have been a difficult task to study how nonlinear terms
are mapped by the residual term if not for the remarkable approximate convo-
lution formula found in Appendix A of Busch et al. [24]. They proved that, if
V ∈ L2

per([0, 2π]), then, for any fixed p ∈ (0, 2), there exists a positive constant Cp

such that∣∣∣∣∫
R

ūn(x; k), un1(x; k1)un2(x; k2)dx
∣∣∣∣ ≤ Cp

(1 + |n− n1 − n2|)p
, (2.3.10)

for all (n, n1, n2) ∈ N
3 and (k, k1, k2) ∈ T

3. Using this result, we prove that
L1(T, l1s(N)) is a Banach algebra with respect to the convolution operator (2.3.9).

Lemma 2.11 Let V ∈ L∞
per([0, 2π]) and fix s ∈ (0, 1). There exists a constant

C > 0 such that

∀φ̂, ϕ̂ ∈ L1(T, l1s(N)) : ‖φ̂ � ϕ̂‖L1(T,l1s(N)) ≤ C‖φ̂‖L1(T,l1s(N))‖ϕ̂‖L1(T,l1s(N)). (2.3.11)

Proof Using the bound (2.3.10), we develop explicit computations and obtain

‖φ̂ � ϕ̂‖L1(T,l1s(N))

≤
∫
T

∫
T

∫
T

∑
n∈N

(1 + n)s
∑
n1∈N

∑
n2∈N

|Kn,n1,n2(k, k1, k2)||φ̂n1(k1)||ϕ̂n2(k2)|dkdk1dk2

≤ C
∑
n1∈N

∑
n2∈N

(1 + n1)s(1 + n2)s
∑
n∈N

(
1 + n

(1 + n1)(1 + n2)

)s 1
(1 + |n− n1 − n2|)p

×
∫
T

∫
T

|φ̂n1(k1)||ϕ̂n2(k2)|dk1dk2

≤ C ′
∑
n1∈N

∑
n2∈N

(1 + n1)s(1 + n2)s
∑
n∈N

(
1 +

ns

(1 + n1)s(1 + n2)s

)
1

(1 + n)p

×
∫
T

∫
T

|φ̂n1(k1)||ϕ̂n2(k2)|dk1dk2
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for some C,C ′ > 0. If p > 1 and p − s > 1 (that is 0 < s < 1), the bound is
completed as follows

‖φ̂ � ϕ̂‖L1(T,l1s(N)) ≤ C1‖φ̂‖L1(T,l1s(N))‖ϕ̂‖L1(T,l1s(N)) + C2‖φ̂‖L1(T,l1(N))‖ϕ̂‖L1(T,l1(N))

≤ (C1 + C2) ‖φ̂‖L1(T,l1s(N))‖ϕ̂‖L1(T,l1s(N))

for some C1, C2 > 0.

In view of Lemmas 2.2 and 2.11, we shall work in the space L1(T, l1s(N)) for
any fixed s ∈

(
1
2 , 1
)
. By comparison with the Wiener space W s(R) which forms a

Banach algebra with respect to pointwise multiplication for any s ≥ 0 (Appendix
B.16), there are reasons to believe that the upper bound on s in Lemma 2.11 is
artificial, but no improvement of it has been made so far.

We shall now consider how the Bloch transform of product terms in the residual
term Ĝε(â, ψ̂ε) are bounded in space L1(T, l1s(N)). The residual term has several
product terms, which involve powers and derivatives of a(X,T ) and bounded 2π-
periodic functions u(x) for a fixed T ∈ [0, T0]. Since X = ε1/2x, we shall represent
a(X) by the Fourier transform

â(p) =
1

(2π)1/2

∫
R

a(X)e−ipXdX.

If A(x) = a(ε1/2x), then

Â(k) =
1

ε1/2
â

(
k

ε1/2

)
,

which shows that the Brillouin zone T � k corresponds to the new interval Tε � p

and that Tε → R as ε→ 0. If the Bloch transform in k is supported on T, it makes
sense therefore to consider the compact support of â(p) in Tε. Note that the L1

norm for the Fourier transform of A(x) = a(X) is invariant with respect to the
small parameter ε in the sense

‖Â‖L1 =
∫
T

|Â(k)|dk =
∫
Tε

|â(p)|dp = ‖â‖L1 .

The NLS equation (2.3.2) can be written in Fourier space using the convolution
integrals,

i∂T â(p) + αp2â(p) = β

∫
R

∫
R

â(p1)¯̂a(p2)a(p + p2 − p1)dp1dp2, p ∈ R, (2.3.12)

where the T dependence of â(p, T ) is not written. The previous discussion shows,
however, that we are going to consider approximations of solutions of this equation
on the compact set Tε, that is, we will deal with solutions of the ε-dependent
equation

i∂T âapp(p) + αp2âapp(p) = β

∫
Tε

∫
Tε

âapp(p1)¯̂aapp(p2)aapp(p + p2 − p1)dp1dp2,

(2.3.13)
for any p ∈ Tε. The following lemma describes the difference in weighted L1 norms
between the solution â(p) of the NLS equation (2.3.12) and the approximation
âapp(p) of the truncated NLS equation (2.3.13).
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Lemma 2.12 Fix s ≥ 0. Assume that there exist T0 > 0 and a local solution
â(T ) ∈ C([0, T0], L1

s+1(R)) of the NLS equation in the Fourier form (2.3.12). There
exists a solution âapp(T ) ∈ C([0, T0], L1

s(Tε)) of the truncated NLS equation (2.3.13)
such that âapp(0) = â(0) for any p ∈ Tε and for any small ε > 0, there is C > 0
such that

‖âapp(T )− â(T )‖L1
s(Tε) ≤ Cε1/2‖â(T )‖L1

s+1(R), T ∈ [0, T0]. (2.3.14)

Proof Let us give the proof for s = 0. The proof for s > 0 is similar. To estimate the
difference in ‖âapp(T )− â(T )‖L1(Tε), we first estimate ‖â‖L1(R\Tε) and use the fact
that L1(R) is a Banach algebra with respect to the convolution integrals (Appendix
B.16). For any small ε > 0, there is C > 0 such that∫

R\Dε

|â(p)|dp ≤
∫
|p|≥ 1

2ε1/2

1
(1 + p2)1/2

(1 + p2)1/2|â(p)|dp ≤ Cε1/2‖â‖L1
1(R).

By variation of the constant, differential equation (2.3.12) can be written in the
integral form,

â(p, T ) = eiαp2T â(p, 0)− iβ
∫ T

0

eiαp2(T−T ′)

×
(∫

R

∫
R

â(p1, T
′)¯̂a(p2, T

′)a(p + p2 − p1, T
′)dp1dp2

)
dT ′.

It follows from the integral equation that there are C1, C2 > 0 such that

‖â(T )− âapp(T )‖L1(Tε) ≤ ‖â(0)− âapp(0)‖L1(Tε)

+ C1

∫ T

0

‖â(T ′)− âapp(T ′)‖3L1(Tε)
dT ′ + C2ε

1/2 sup
T ′∈[0,T ]

‖â(T ′)‖L1
1(R).

We assume that âapp(0) = â(0) for any p ∈ Tε. Then, bound (2.3.14) holds by the
Gronwall inequality (Appendix B.6) and fixed-point arguments.

It remains to bound the Bloch transform of the product terms in the residual
Gε(a, ψε) in terms of weighted L1 norms of â(T ). According to bound (2.3.14), we
can replace â(T ) by compactly supported âapp(T ). We shall also project all product
terms to the n0th spectral band so that we only need the n0th component of the
Bloch transform.

Lemma 2.13 Let φ(x) = aapp(X)u0(x), where X = ε1/2x, u0 ∈ C0
per([0, 2π]), and

âapp(p) is compactly supported on Tε. For sufficiently small ε > 0, there is C > 0
such that

‖φ̂n0‖L1(T) ≤ C‖âapp‖L1(Tε),

where φ̂n0 is the Bloch transform of φ at the n0th spectral band.
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Proof Using definition (2.1.21) for the Bloch transform of φ(x), we compute

φ̂n0(k) = 〈φ, un0(·; k)〉L2 =
∫
R

aapp(X)u0(x)ūn0(x; k)dx

=
∫
R

aapp(X)u0(x)w̄n0(x; k)e−ikxdx

=
∫
R

aapp(X)

(∑
n∈Z

cn(k)e−i(k−n)x

)
dx

=
∑
n∈Z

cn(k)
1

ε1/2
âapp

(
k − n

ε1/2

)
,

where

cn(k) =
1
2π

∫ 2π

0

u0(x)w̄n0(x; k)e−inxdx, n ∈ Z

is the nth coefficient of the Fourier series for 2π-periodic function u0(x)w̄n0(x; k).
Because of the compact support of âapp(p) on Tε and the normalization

‖wn0(·; k)‖L2
per

= 1, k ∈ T,

we obtain

φ̂n0(k) = c0(k)
1

ε1/2
âapp

(
k

ε1/2

)
⇒ ‖φ̂n0‖L1(T) ≤ ‖c0‖L∞(T)‖âapp‖L1(Tε),

where ‖c0‖L∞(T) ≤ 1
2π‖u0‖L2

per
.

Exercise 2.21 Under the conditions of Lemma 2.13, show that if φ(x) =
a′app(X)u1(x), then for small ε > 0, there is C > 0 such that

‖φ̂n0‖L1(T) ≤ C‖âapp‖L1
1(Tε).

The above estimates are sufficient for the main result on the residual term
Ĝε(â, ψ̂ε) of the time evolution problem (2.3.8).

Lemma 2.14 Let âapp be compactly supported on Tε and all product terms be
projected to the n0th spectral band. Then, for any fixed s ∈ (1

2 , 1), we have

Ĝε(âapp, ψ̂ε) : L1
4(R)× L1(T, l1s(N))→ L1(T, l1s(N)).

Fix δ0, δ > 0 such that â ∈ Bδ0(L
1
4(R)) and ψ̂ε ∈ Bδ(L1(T, l1s(N))). There exist

positive constants C1(δ0, δ) and C2(δ0, δ) such that

‖Ĝε(âapp, ψ̂ε)‖L1(T,l1s(N)) ≤ C1(δ0, δ)
(
‖âapp‖L1

4(R) + ‖ψ̂ε‖L1(T,l1s(N))

)
, (2.3.15)

‖Ĝε(âapp, ψ̂ε)− Ĝε(âapp,
ˆ̃
ψε)‖L1(T,l1s(N)) ≤ C2(δ0, δ)‖ψ̂ε − ˆ̃

ψε‖L1(T,l1s(N)). (2.3.16)

Proof According to the explicit form, the residual term Gε(a, ψε) contains product
terms involving powers of a and up to the fourth derivative of a in X = ε1/2x and
bounded 2π-periodic functions of x. By Lemma 2.13 and properties of Wiener
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spaces (Appendix B.16), all product terms are controlled by the L1
4 norm on âapp.

By Lemma 2.11, every term of the residual Ĝε(â, ψ̂ε) belongs to L1(T, l1s(N)) for a
fixed s ∈

(
1
2 , 1
)
. Bounds (2.3.15) and (2.3.16) are found from analyticity of Gε(a, ψε)

in variables a and ψε.

Step 4: Control on the error bound. By Theorem 1.1 (Section 1.3.1), the
initial-value problem for the NLS equation (2.3.2) is locally well-posed in space
Hs(R) for any s > 1

2 . By Lemma 2.14, we need to require that âapp(T ) ∈ L1
4(R)

remains for all T ∈ [0, T0] for some fixed T0 > 0. By Lemma 2.12 with s = 4, we
need â(T ) to belong to L1

5(R) for all T ∈ [0, T0].
Recall that there exists a positive constant Cs,q such that

‖â‖L1
s
≤ Cs,q‖â‖L2

s+q
, s ≥ 0, q >

1
2
.

Therefore, we shall use the local well-posedness of the NLS equation (2.3.2) in
Hs(R) for any s > 5 + 1

2 , for instance for the nearest integer s = 6.
Using the Duhamel principle, we rewrite the time evolution problem (2.3.8) after

â is replaced by the approximation âapp in the integral form

ψ̂ε(t) = e−it(L̂−ω0)ψ̂ε(0)− iε
∫ t

0

e−i(t−t′)(L̂−ω0)Ĝε(âapp(εt′), ψ̂ε(t′))dt′.

Since L̂ ∈ R is a multiplication operator, we have the norm preservation of the
semi-group e−it(L̂−ω0) as follows:

∀ψ̂ ∈ L1(T, l1s(N)) : ‖e−it(L̂−ω0)ψ̂‖L1(T,l1s(N)) = ‖ψ̂‖L1(T,l1s(N)), t ∈ R.

We shall choose δ0 > 0 and δ > 0 large enough for ‖âapp(T )‖L1
4
≤ δ0 and

‖ψ̂ε(t)‖L1(T,l1s(N)) ≤ δ so that bounds (2.3.15) and (2.3.16) of Lemma 2.14 can
be used for any fixed T ≥ 0 and t ≥ 0. By the Banach Fixed-Point Theorem (Ap-
pendix B.2), existence and uniqueness of solutions in space C([0, t0], L1(T, l1s(N)))
are proved from the integral equation if

εC2(δ0, δ)t0 < 1 ⇒ C2(δ0, δ)T0 < 1, (2.3.17)

where we denote T0 = εt0. We also find that

‖ψ̂ε(t)‖L1(T,l1s(N)) ≤ ‖ψ̂ε(0)‖L1(T,l1s(N))

+C1(δ0, δ)ε
∫ t

0

(
‖âapp(εt′)‖L1

4
+ ‖ψ̂ε(t′)‖L1(T,l1s(N))

)
dt′.

By Gronwall’s inequality (Appendix B.6), we have

sup
t∈[0,t0]

‖ψ̂ε(t)‖L1(T,l1s(N)) ≤ δ

if(
‖ψ̂ε(0)‖L1(T,l1s(N)) + C1(δ0, δ)T0 sup

T∈[0,T0]

‖âapp(T )‖L1
4

)
eC1(δ0,δ)T0 ≤ δ. (2.3.18)

Since none of the parameters T0, δ0, and δ depends on ε, there is always a choice
of δ0 > 0 and δ > 0 to satisfy inequalities (2.3.17) and (2.3.18).
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The proof of Theorem 2.3 is now complete. �

Exercise 2.22 Consider the Gross–Pitaevskii equation with a potential V (x)
that depends on parameter η such that En0(k0) = En0+1(k0) for η = η0 > 0 but
En0(k0) < En0+1(k0) for η > η0. Let ε = η − η0 > 0 be a small parameter and
justify the nonlinear Dirac equations with first-order derivative terms.

Exercise 2.23 Let φ(x) = a(X)u0(x), where a ∈ H1(R), X = ε1/2x, and u0 ∈
L∞

per([0, 2π]). Prove that

‖φ‖H1 ≤ Cε−1/4(‖u0‖L∞
per

+ ‖u′
0‖L∞

per
)‖a‖H1 . (2.3.19)

Remark 2.5 Because of the bound (2.3.19), Theorem 2.3 can also be proved in
Sobolev space H1(R) with the error bound

‖u(·, t)− ε1/2a(ε1/2·, εt)u0e
−iω0t‖H1 ≤ C0ε

3/4.

Note that the error bound is larger compared to the one in Theorem 2.3.

2.3.2 Justification of the stationary equation

Consider the stationary reduction of the NLS equation (2.3.2),

a(X,T ) = A(X)e−iΩT ,

where Ω is a real-valued parameter and A(X) is a real-valued solution of the sta-
tionary NLS equation,

αA′′(X) + βA3(X) = ΩA(X), X ∈ R. (2.3.20)

Decaying solutions of this equation, called NLS solitons, exist for

sign(α) = sign(β) = sign(Ω) = 1,

where we recall that β = ‖u0‖4L4
per

> 0. Since their analytical form is remarkably
simple, we are tempted to write it explicitly as

A(X) = A0 sech(KX), A0 =
(

2Ω
β

)1/2

, K =
(

Ω
α

)1/2

, (2.3.21)

although the exact analytical form is not used in our analysis. We consider persis-
tence of the localized mode of the stationary NLS equation (2.3.20) as a localized
mode of the stationary Gross–Pitaevskii equation,

−Φ′′(x) + V (x)Φ(x) + Φ3(x) = ωΦ(x), x ∈ R. (2.3.22)

Equation (2.3.22) follows from the time-dependent Gross–Pitaevskii equation (2.3.1)
after the substitution

u(x, t) = Φ(x)e−iωt,

where ω is close to the band edge ω0 = En0(k0) of an isolated n0th spectral band
of L = −∂2

x + V (x) and Φ(x) is a real-valued function.
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To simplify the analysis, we assume that V (−x) = V (x) and look for even solu-
tions

Φ(−x) = Φ(x), x ∈ R.

To understand the role of the constraint V (−x) = V (x), we should realize that
the stationary NLS equation (2.3.20) is invariant with respect to spatial translation
(if A(X) is a solution, so is A(X − X0) for any X0 ∈ R), whereas the stationary
Gross–Pitaevskii equation (2.3.22) is not. Therefore, the NLS soliton (2.3.21) can be
extended as a one-parameter family of localized modes of the space-homogeneous
equation (2.3.20) but only some solutions of this family persist in the space-periodic
equation (2.3.22). Without the constraint V (x) = V (−x), the persistence analysis
becomes more complicated and involves the beyond-all-orders asymptotic expansion
(Section 3.2.2). If we impose the above constraint on V (x), the proof of the main
result becomes simpler. The following theorem represents the main result of the
justification analysis.

Theorem 2.4 Let V ∈ L∞
per([0, 2π]) satisfy V (−x) = V (x). Fix n0 ∈ N such that

E′
n0

(k0) = 0, E′′
n0

(k0) < 0, and the n0th spectral band is disjoint from other spectral
bands. Let A(X) = A(−X) be a localized mode of the stationary NLS equation
(2.3.20) for Ω > 0. There exists ε0 > 0 and C0 > 0 such that for any ε ∈ (0, ε0), the
stationary Gross–Pitaevskii equation (2.3.22) with ω = ω0+εΩ admits a real-valued
solution Φ ∈ C0

b (R), even in x, decaying to zero as |x| → ∞, satisfying the bound

‖Φ− ε1/2A(ε1/2·)un0(·; k0)‖L∞ ≤ C0ε
5/6. (2.3.23)

Remark 2.6 Since α = − 1
2E

′′
n(k0) > 0 and Ω > 0, the localized mode of the

Gross–Pitaevskii equation (2.3.22) is generated by the localized mode of the sta-
tionary NLS equation (2.3.20) near the maximum values of the band curves inside
the corresponding band gap with ω > ω0.

Proof The proof of Theorem 2.4 consists of three steps.

Step 1: Decomposition. The only relevant spectral band of operator L =
−∂2

x + V (x) is the n0th spectral band with the resonant mode at k = k0. To single
out this mode, we expand the solution Φ(x) using the Bloch decomposition,

Φ(x) = ε1/2
∫
T

∑
n∈N

Φ̂n(k)un(x; k)dk, (2.3.24)

where the scaling ε1/2 is introduced for convenience of handling the cubic nonlinear
term. By Lemma 2.2, if φ̂ ∈ L1(T, l1s(N)) with s > 1

2 , then φ ∈ C0
b (R) and φ(x)→ 0

as |x| → ∞. Substituting (2.3.24) into (2.3.22) with ω = ω0 + εΩ, we find a system
of integral equations, which is diagonal with respect to the linear terms

[En(k)− ω0 − εΩ] Φ̂n(k) =

−ε
∫
T3

∑
(n1,n2,n3)∈N3

Mn,n1,n2,n3(k, k1, k2, k3)Φ̂n1(k1)
¯̂Φn2(k2)Φ̂n3(k3)dk1dk2dk3

(2.3.25)
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for all n ∈ N and k ∈ T, where

Mn,n1,n2,n3(k, k1, k2, k3) =
∫
R

ūn(x; k)ūn2(x; k2)un1(x; k1)un3(x; k3)dk1dk2dk3,

for all (n, n1, n2, n3) ∈ N
4 and (k, k1, k2, k3) ∈ T

4. By Lemma 2.11, the cubic
nonlinear terms of the integral equations (2.3.25) map an element of L1(T, l1s(N))
to an element of L1(T, l1s(N)) for any fixed s ∈ (0, 1). Therefore, we shall consider
solutions of the integral equations (2.3.25) in the space L1(T, l1s(N)) for a fixed
s ∈

(
1
2 , 1
)
.

The multiplication operator En0(k) − ω0 vanishes at the point k = k0, which
results in a singularity of Φ̂n0(k) near k = k0 when ε = 0. To single out this
singularity, we decompose Φ̂(k) into three parts

Φ̂n(k) =
(
Φ̂0(k)χD0(k) + Φ̂n0(k)(1− χD0(k))

)
δn,n0 + Φ̂n(k)(1− δn,n0), (2.3.26)

where δn,n0 is the Kronecker symbol, χD0(k) is the characteristic function, and

D0 = {k ∈ R : |k − k0| < εr} ⊂ T,

for a fixed r > 0. Note that the 1-periodic continuation must be used in k-space if
k0 = 1

2 to ensure that D0 ⊂ T.

Step 2: Non-singular part of the solution. We can now characterize Φ̂n(k)
for all n ∈ N and k ∈ T in terms of Φ̂0(k) defined for n = n0 near k = k0.

Lemma 2.15 Let V ∈ L∞
per([0, 2π]) and fix r ∈

(
0, 1

2

)
and s ∈

(
1
2 , 1
)
. There exist

ε0 > 0, δ0 > 0, and C0 > 0 such that for any Φ̂0 ∈ Bδ0(L
1(D0)) and ε ∈ (0, ε0),

there exists a unique continuous map

Ψ(Φ̂0, ε) : L1(D0)× R→ L1(T, l1s(N)) (2.3.27)

such that Φ̂(k) = Ψ(Φ̂0, ε) solves (2.3.25) and satisfies the bound{
‖Φ̂n0‖L1(T) ≤ C0ε

1−2r‖Φ̂0‖L1(D0),

‖Φ̂n‖L1(T,l1s(N)) ≤ C0ε‖Φ̂0‖L1(D0), n �= n0.
(2.3.28)

Proof Since E′
n0

(k0) = 0 and E′′
n0

(k0) �= 0, for any ε ∈ (0, ε0), there exists constant
C0 > 0 such that

min
k∈supp(Φ̂n0 )

|En0(k)− ω0| ≥ C0ε
2r, inf

n∈N\{n0}
min
k∈T

|En(k)− ω0| ≥ C0. (2.3.29)

If r < 1
2 , then the lower bound (2.3.29) is larger than the cubic nonlinear terms

of system (2.3.25). By the Implicit Function Theorem (Appendix B.7), there
exists a unique continuous map (2.3.27) for Φ̂0 ∈ Bδ0(L

1(D0)) and ε ∈ (0, ε0).
The right-hand side of the integral equation (2.3.25) is a homogeneous
cubic polynomial of Φ̂n(k) multiplied by ε, so that bound (2.3.29) gives bound
(2.3.28).
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Using the map of Lemma 2.15, we eliminate all components but Φ̂0 from the inte-
gral equations (2.3.25). To recover the stationary NLS equation (2.3.20) in Fourier
space from the integral equation (2.3.25) at n = n0 and k ∈ D0, we use the stretched
variable p in the scaling transformation,

Φ̂0(k) =
1

ε1/2
â(p), p =

k − k0

ε1/2
, (2.3.30)

where the scaling exponents are inspired by the scaling of variables in the asymp-
totic expansion (2.3.4). If we apply now the scaling transformation (2.3.30) to the
decomposition (2.3.24) and (2.3.26), we obtain at the leading order

ε1/2
∫
D0

Φ̂0(k)un0(x; k)dk = ε1/2
∫
|p|≤εr−1/2

â(p)wn0(x; k0 + ε1/2p)eik0xeipXdp

= ε1/2a(X)u0(x) + r(x),

where

u0(x) := un0(x; k0) = wn0(x; k0)eik0x,

a(X) =
∫
|p|≤εr−1/2

â(p)eipXdp,

and the remainder term r(x) enjoys the estimate

‖r‖L∞ = ε1/2 sup
x∈R

∣∣∣∣∣
∫
|p|≤εr−1/2

â(p)
[
wn0(x; k0 + ε1/2p)− wn0(x; k0)

]
eik0xeipXdp

∣∣∣∣∣
≤ Cε1/2+r‖â‖L1(Dε),

thanks to analyticity of wn0(x; k) in k near k = k0. The interval D0 ⊂ T is now
mapped to the interval Dε ⊂ R, where

Dε = {p ∈ R : |p| ≤ εr−1/2} ⊂ R.

The new domain covers the entire line R as ε → 0 if r < 1
2 . The scaling trans-

formation (2.3.30) preserves the L1 norm ‖Φ̂0‖L1(D0) = ‖â‖L1(Dε), which means
that the bounds in Lemma 2.15 do not lose any power of ε. Applying the scaling
transformation to the integral equation (2.3.25) at n = n0 and k ∈ D0, we obtain
for p ∈ Dε

(−αp2 − Ω)â(p) + ε1/2
∫
D3

0

Mn0,n0,n0,n0(k, k1, k2, k3)Φ̂0(k1)
¯̂Φ0(k2)Φ̂0(k3)dk1dk2dk3

=
1
ε

[
En0(k0 + ε1/2p)− En0(k0)−

1
2
εp2E′′

n0
(k0)

]
â(p) + ε1−2rP̂ε(â), (2.3.31)

where, thanks to Lemma 2.15, for any â ∈ Bδ(L1(Dε)), there is a constant C(δ) > 0
such that

‖P̂ε(â)‖L1(Dε) ≤ C(δ)‖â‖L1(Dε).
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On the other hand, thanks to the analyticity of En0(k) near k = k0, there is C > 0
such that

1
ε

∫
Dε

∣∣∣∣En0(k0 + ε1/2p)− En0(k0)−
1
2
εp2E′′

n0
(k0)

∣∣∣∣ |â(p)|dp ≤ Cε

∫
Dε

p4 |â(p)| dp

≤ Cε4r−1‖â‖L1(Dε).

If r > 1
4 , the linear residual term is small. Thus, we need r ∈ (1

4 ,
1
2 ) to ensure that

both remainder terms are small. They have the same order O(ε1/3) if r = 1
3 .

We shall now simplify the nonlinear term in the left-hand side of the integral
equation (2.3.31). We will find that the triple integration in the Bloch space results
in the double convolution integral in Fourier space at the leading order according
to the following computation

ε1/2
∫
D3

0

Mn0,n0,n0,n0(k, k1, k2, k3)Φ̂0(k1)
¯̂Φ0(k2)Φ̂0(k3)dk1dk2dk3

= ε1/2
∫
D3

ε

∫
R

w̄n0(x; k0 + ε1/2p)w̄n0(x; k0 + ε1/2p2)wn0(x; k0 + ε1/2p1)

× wn0(x; k0 + ε1/2p2)â(p1)¯̂a(p2)â(p3)ei(p1+p3−p2−p)Xdxdp1dp2dp3

=
∫
D3

ε

∫
R

|u0(x)|4â(p1)¯̂a(p2)â(p3)ei(p1+p3−p2−p)XdXdp1dp2dp3 + Q̂ε(â),

where u0 = un0(x; k0) and, for any â ∈ Bδ(L1(Dε)), there is a constant C(δ) > 0
such that

‖Q̂ε(â)‖L1(Dε) ≤ C(δ)εr+1/2‖â‖L1(Dε).

The bound for Q̂ε(â) is obtained from the analyticity of wn(x; k) in k near k = k0

thanks to the fact that L1(Dε) forms a Banach algebra with respect to convolution
integrals (Appendix B.1). Let us now represent |u0|4 ∈ C0

per([0, 2π]) in the Fourier
series

|u0(x)|4 =
β

2π
+

∑
n∈Z\{0}

cne
inx,

where β = ‖u0‖4L4
per

and {cn}n∈Z are some Fourier coefficients. The zero term of
the Fourier series results in the leading-order term

β

2π

∫
D3

ε

∫
R

â(p1)¯̂a(p2)â(p3)ei(p1+p3−p2−p)XdXdp1dp2dp3

= β

∫
D3

ε

â(p1)¯̂a(p2)â(p3)δ(p1 + p3 − p2 − p)dp1dp2dp3

= β

∫
D2

ε

â(p1)¯̂a(p2)â(p− p1 + p2)dp1dp2,

where δ(p1 + p3 − p2 − p) is the Dirac delta function in the sense of distributions.
All nonzero terms of the Fourier series for |u0(x)|4 with n ∈ Z\{0} give zero con-
tribution to the triple integral since the singularity of the delta function at

p1 + p3 − p2 − p =
n

ε1/2
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is beyond the compact support of â(p1)¯̂a(p2)â(p3). Combining the previous results,
we write the reduced equation for â(p) in the form

(−αp2 − Ω)â(p) + β

∫
Dε

∫
Dε

â(p1)â(p2)â(p1 + p2 − p)dp1dp2 = Rε(â), (2.3.32)

where

∀ε ∈ (0, ε0) : ∃C > 0 ‖R̂ε(â)‖L1(Dε) ≤ Cεmin(4r−1,1−2r)‖â‖L1(Dε).

Step 3: Singular part of the solution. The integral equation (2.3.32) is dif-
ferent from the stationary NLS equation (2.3.20) rewritten in the Fourier domain in
two aspects. First, the convolution integrals are truncated on Dε ⊂ R. Second, the
residual terms of order εmin(4r−1,1−2r) are present. The first source of error is small
if solutions of the stationary NLS equation (2.3.20) decay fast in Fourier space as
|p| → ∞, which is the case for the NLS solitons (2.3.21) (they decay exponentially
in Fourier space). The second source of error can be handled with the Implicit
Function Theorem. For notational simplicity, we write the stationary NLS equation
(2.3.20) as

F (A) := αA′′ + βA3 − ΩA = 0

and the linearized Schrödinger operator at a solution A = A(X) as

LA = DAF (A) := α∂2
X + 3βA2(X)− Ω.

These quantities in the Fourier domain are rewritten as F̂ (Â) = 0 and L̂A =
DÂF̂ (Â). The integral equation (2.3.32) can be written as F̂ (â) = R̂ε(â), where â

is compactly supported in Dε.

Lemma 2.16 Let V ∈ L∞
per([0, 2π]) satisfy V (−x) = V (x). Let A(X) = A(−X)

be a localized mode of the stationary NLS equation (2.3.20) for Ω > 0. Fix r = 1
3

(for simplicity). For any ε ∈ (0, ε0), there exist C > 0 and a solution â ∈ L1(Dε)
of the integral equation (2.3.32) such that

‖â− Â‖L1(Dε) ≤ Cε1/3. (2.3.33)

Proof First, we consider the integral equation (2.3.32) with r = 1
3 in L1(R) by

extending the residual terms to R with a compact support on Dε ⊂ R. Decompose
the solution of the extended system F̂ (â) = R̂ε(â) into â = Â + b̂ and write the
nonlinear problem for b̂ in the form

L̂Ab̂ = N̂(b̂) := R̂ε(Â + b̂)−
[
F̂ (Â + b̂)− L̂b̂

]
, (2.3.34)

where L̂A = DÂF̂ (Â) is a linearized operator, F̂ (Â+ b̂)− L̂b̂ is quadratic in b̂, and
R̂ε(Â + b̂) maps an element L1(R) to itself.

The linearized Schrödinger operator LA has a one-dimensional kernel spanned by
the eigenvector A′(X) and it is bounded away from the rest of the spectrum of LA.
Imposing the constraint A(−X) = A(X) on solutions of the stationary NLS equa-
tion (2.3.20), we obtain a constrained space of L1(R), where the linearized operator
LA is continuously invertible. Since the constraint Φ(−x) = Φ(x) is preserved by
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solutions of the stationary Gross–Pitaevskii equation (2.3.22) if V (−x) = V (x), the
fixed-point problem b̂ = L̂−1

A N̂(b̂) is closed in the corresponding constrained space.
By the Implicit Function Theorem (Appendix B.7), for any ε ∈ (0, ε0), there are
C,C ′ > 0 and a unique even solution b such that

‖b̂‖L1 ≤ C‖R̂ε(Â)‖L1 ≤ C ′ε1/3.

This result implies the desired bound (2.3.33) if the error of the residual terms on
R\Dε does not exceed the error of the residual terms on Dε, which is of the order of
O(ε1/3). The error comes from the terms ‖b̂‖L1

2(R\Dε) generated by the second-order
differential operators of the stationary NLS equation and from the terms ‖b̂‖L1(R\Dε)

generated by the convolution operators of the stationary NLS equation. The error
coming from ‖Â‖L1(R\Dε) is negligible thanks to the fast (exponential) decay of
Â(p) as |p| → ∞. Since b̂ = L̂−1

A N̂(b̂) and L̂−1
A is a map from L1(R) to L1

2(R), for
any ε ∈ (0, ε0), there are C,C ′, C ′′ > 0 such that

‖b̂‖L1
2(R\Dε) ≤ ‖b̂‖L1

2(R) ≤ C‖N̂(b̂)‖L1(R) ≤ C ′‖R̂ε(Â)‖L1(R) ≤ C ′′ε1/3.

Therefore, the truncation does not modify the order of the error of the residual
terms of the integral equation (2.3.32).

We now conclude the proof of Theorem 2.4.
Fix r = 1

3 and s ∈ (1
2 , 1). Using the triangle inequality and the bounds of Lemma

2.15, we obtain

‖Φ− ε1/2A(ε1/2·)u0‖L∞ ≤ ε1/2
(
C1ε

1/3 + C2‖a−A‖L∞

)
,

for some C1, C2 > 0. By the Hölder inequality, we have

‖a−A‖L∞ ≤ ‖â− Â‖L1 = ‖â− Â‖L1(Dε) + ‖Â‖L1(R\Dε),

with the last equality due to a compact support of â on Dε. The first term is
bounded by Lemma 2.16 and the second term is smaller than any power of ε if Â
decays exponentially as |p| → ∞. Therefore, the solution Φ constructed in Lemmas
2.15 and 2.16 satisfies the desired bound.

The proof of Theorem 2.4 is now complete. �

The justification analysis described above is limited in the space C0
b (R) (since

s ∈
(

1
2 , 1
)
) and does not specify any information on the regularity of the constructed

solutions in Cr
b (R) for r ≥ 1. Dohnal & Uecker [51] constructed solutions with better

regularity in Hs(R) for s ≥ 1 at the price of losing too many powers of ε in the
bound on the error term. Ilan & Weinstein [90] incorporated more terms of the
asymptotic multi-scale expansion in order to get a better power of ε in the bound
on the error term.

Exercise 2.24 Prove that there exists a non-trivial solution Φ(x) of the stationary
Gross–Pitaevskii equation (2.3.22) in C0

per([0, 2π]) such that

∃C > 0 :
∥∥∥Φ− ε1/2Au0

∥∥∥
L∞
≤ Cε3/2,

if and only if there exists a non-trivial solution for A of the bifurcation equation

βA3 = ΩA + εRε(A),
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where Rε(A) is an analytic function of ε and A such that Rε(0) = 0.

Exercise 2.25 Justify the system of three two-dimensional coupled NLS
equations,

(Ω − β1)A1 +
(
α1∂

2
X1

+ α2∂
2
X2

)
A1

= γ1|A1|2A1 + γ2(2|A2|2A1 + A2
2Ā1) + γ3(2|A3|2A1 + A2

3Ā1),

(Ω − β1)A2 +
(
α2∂

2
X1

+ α1∂
2
X2

)
A2

= γ1|A2|2A2 + γ2(2|A1|2A2 + A2
1Ā2) + γ3(2|A3|2A2 + A2

3Ā2),

(Ω − β2)A3 + α3

(
∂2
X1

+ ∂2
X2

)
A3

= γ4|A3|2A3 + 2γ3(|A1|2 + |A2|2)A3 + γ3(A2
1 + A2

2)Ā3,

with some numerical coefficients (β1, β2, α1, α2, α3, γ1, γ2, γ3, γ4) and parameter Ω
starting with the stationary two-dimensional Gross–Pitaevskii equation with the
separable potential,

−(∂2
x1

+ ∂2
x2

)φ(x1, x2) + η (V (x1) + V (x2))φ(x1, x2) + |φ|2φ = ωφ(x1, x2)

where η and ω are parameters. Assume that there exists η0 such that at η = η0,

ω0 := E1(0) + E3

(
1
2

)
= E3

(
1
2

)
+ E1(0) = 2E2

(
1
2

)
,

whereas a narrow band gap between the three adjacent spectral bands bifurcates
for η > η0.

2.4 Justification of the DNLS equation

The third and last example of the justification analysis deals with the discrete
nonlinear Schrödinger equation,

iȧm = α (am+1 + am−1) + β|am|2am, (2.4.1)

where {am(T )}m∈Z is a set of complex-valued functions in a new time variable
T , whereas α and β are some nonzero numerical coefficients. The DNLS equation
(2.4.1) is relevant for the Gross–Pitaevskii equation,

iut = −uxx + ε−2V (x)u + |u|2u (2.4.2)

in the limit of large periodic potentials measured by a small parameter ε > 0. In
this context, am(T ) represents u(x, t) in the mth potential well located for x ∈
[2πm, 2π(m + 1)] and it evolves in a slow time T . The limit of large potentials is
generally singular for the spectral theory of Schrödinger operators (Section 2.1). For
instance, if V is the piecewise-constant periodic potential (2.1.15), then V reduces
to a periodic sequence of infinite walls of nonzero width in the limit b → ∞. If
V is the squared-sine function (2.1.16), then V becomes unbounded in the limit
V0 →∞.

Since the limit ε → 0 is singular, we have to ensure that the properties of the
Wannier decomposition (Section 2.1.3) remain valid uniformly in (0, ε0) for small
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ε0 > 0. To be precise and to extend the discussion beyond the particular examples
(2.1.15) and (2.1.16), we begin by postulating the main assumptions when the DNLS
equation (2.4.1) can be justified in the context of the Gross–Pitaevskii equation
(2.4.2).

Recall that Sobolev space H1(R) is the energy space for the Gross–Pitaevskii
equation (2.4.2) (Section 1.3.1). However, because ε−2V becomes singular as ε→ 0,
the H1 norm is not equivalent to the norm induced by the quadratic form generated
by operator L = −∂2

x + ε−2V (x). Since the transformation

u(x, t) �→ u(x, t)e−iω0t, ε−2V (x) �→ ε−2V (x) + ω0

does not change solutions of the Gross–Pitaevskii equation (2.4.2), we may assume
without loss of generality that V is bounded from below. For convenience, let us
assume that V (x) ≥ 0 for all x ∈ R. Then, σ(L) ⊂ R+ and it is more convenient to
work in the function space H1(R) equipped with the operator norm

‖φ‖H1 := ‖(I + L)1/2φ‖L2 =
(∫

R

(
|φ′|2 + ε−2V |φ|2 + |φ|2

)
dx

)1/2

, (2.4.3)

so that ‖φ‖H1 ≤ ‖φ‖H1 .
Let us assume that there is a small parameter μ = μ(ε) > 0 such that μ → 0 if

ε→ 0. Pick the nth spectral band for a fixed n ∈ N and assume that the functions
En(k) and un(x; k) and their Fourier series (2.1.29) and (2.1.30) satisfy the following
properties for all 0 < μ� 1.

(1) A center of the nth spectral band remains bounded as μ→ 0:

∃E0 <∞ : |Ên,0| ≤ E0.

(2) The width of the nth spectral band is small:

∃C±
1 , C2 > 0 : C−

1 μ ≤ |Ên,1| ≤ C+
1 μ, |Ên,m| ≤ C2μ

2, m ≥ 2.

(3) The nth spectral band is bounded away from other spectral bands:

∃C0 > 0 : inf
n′∈N\{n}

inf
k∈T

|En′(k)− Ên,0| ≥ C0.

(4) There exists a nonzero û0 ∈ L2(R) such that:

∃C0 > 0 : ‖ûn,0 − û0‖L∞ ≤ C0μ.

(5) The Wannier function ûn,0(x) satisfies the exponential decay:

∃C > 0 : sup
x∈[−2πm,−2π(m−1)]∪[2πm,2π(m+1)]

|ûn,0(x)| ≤ Cμm, m ≥ 1.

The limit μ → 0, which is characterized by properties (2) and (3), is usually
referred to as the tight-binding approximation of the nth spectral band. It is proved
in Appendices B and C of [165] that the above properties are satisfied by the
piecewise-constant potential (2.1.15) with b = ε−2 and μ = εe−π/ε. The small
parameter μ is exponentially small in terms of the small parameter ε = b−1/2.
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Exercise 2.26 Consider an L-periodic potential V (x + L) = V (x) and prove
that, if V on [0, L] consists of two constant non-equal steps, then the limit L→∞
corresponds to the limit b→∞ for the potential (2.1.15) after rescaling of t, x, V ,
and φ.

Exercise 2.27 Consider a 2π-periodic potential supported at a single point on
[0, 2π], e.g. V (x) = δ(x − π) for all x ∈ [0, 2π], and show that property (2) is not
satisfied for this potential.

Exercise 2.28 Consider the 2π-periodic squared-sine potential (2.1.16) with V0 =
ε−2 and show that properties (2) and (3) are satisfied with μ = ε−3/2e−8/ε.

Recent justification of the DNLS equation for a finite lattice was performed in
the context of the Gross–Pitaevskii equation with an N -well trapping potential by
Bambusi & Sacchetti [13]. Infinite lattices for C∞ potentials in the semi-classical
limit were studied by Aftalion & Helffer [4], where the DNLS equation was justified
among other models. Analysis of the coupled N -wave equations for a sequence
of modulated pulses in the semi-classical limit of the Gross–Pitaevskii equation
with a periodic potential was performed by Giannoulis et al. [67]. In a similar
context, a nonlinear heat equation with a periodic diffusive term was reduced to
a discrete heat equation by Scheel & Van Vleck [180] using the invariant manifold
reductions. Lattice differential equations were also justified for an infinite sequence
of interacting pulses with a large separation in a general system of reaction–diffusion
equations by Zelik & Mielke [221] using projection methods.

Our treatment of the problem is based on the work of Pelinovsky et al. [165] and
Pelinovsky & Schneider [164]. As in Sections 2.2 and 2.3, the justifications of the
time-dependent DNLS equation and the stationary DNLS equation are separated
into two different subsections.

2.4.1 Justification of the time-dependent equation

Let us fix n ∈ N and use assumptions (1)–(5) listed at the beginning of this section.
The main goal of this section is to prove the following theorem.

Theorem 2.5 Fix s > 1
2 and let a(T ) ∈ C1(R, l2s(Z)) be a global solution of the

DNLS equation (2.4.1) with initial data a(0) = a0 ∈ l2s(Z). Let u0 ∈ H1(R) and
assume that there is a C0 > 0 such that∥∥∥∥∥u0 − μ1/2

∑
m∈Z

am(0)ûn,m

∥∥∥∥∥
H1

≤ C0μ
3/2.

For sufficiently small μ > 0, there are T0 > 0 and C > 0 such that the Gross–
Pitaevskii equation (2.4.2) admits a unique solution u(t) ∈ C([0, μ−1T0],H1(R))
such that u(0) = u0 and∥∥∥∥∥u(·, t)− μ1/2e−iÊn,0t

∑
m∈Z

am(T )ûn,m

∥∥∥∥∥
H1

≤ Cμ3/2, t ∈
[
0, μ−1T0

]
. (2.4.4)
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Proof The proof of Theorem 2.5 consists of four steps.

Step 1: Decomposition. Let us represent a solution of the Gross–Pitaevskii
equation (2.4.2) by the asymptotic multi-scale expansion,

u(x, t) = μ1/2 (ϕ0(x, T ) + μϕμ(x, t)) e−iÊn,0t,

where T = μt, ϕμ is a remainder term to be controlled, and ϕ0 is the leading-order
term given by

ϕ0(x, T ) =
∑
m∈Z

am(T )ûn,m(x).

According to the decomposition (2.1.39), ϕ0(·, T ) ∈ En ⊂ L2(R) if the sequence
{am(T )}m∈Z is squared summable for this value of T ∈ R. It does not imply,
however, that ϕμ(·, t) lies in the complement of En in L2(R). Therefore, we do not
restrict ϕμ but impose a restriction on the sequence {am(T )}m∈Z to satisfy the
DNLS equation (2.4.1) with

α =
Ên,1

μ
, β = ‖ûn,0‖4L4 . (2.4.5)

The value of α is uniformly bounded and nonzero in 0 < μ� 1 thanks to property
(2). Since

‖ûn,0‖2H1 = 1 + Ên,0,

property (1) ensures that ‖ûn,0‖H1 ≤ ‖ûn,0‖H1 ≤ (1 + E0)1/2 uniformly in 0 <

μ � 1. By the Sobolev Embedding Theorem (Appendix B.10), the value of β is
bounded. Property (4) ensures that β �= 0 in 0 < μ � 1. As a result, the DNLS
equation (2.4.1) has nonzero coefficients α and β as μ→ 0.

Substitution of φ(x, t) into the Gross–Pitaevskii equation (2.4.2) generates an
equation for the remainder term ϕμ(x, t), which depends on the behavior of ϕ0(x, T ).
The time evolution problem takes the form

i∂tϕμ = (L− Ên,0)ϕμ +
1
μ

∑
m∈Z

∑
m′∈Z\{m−1,m,m+1}

Ên,m′−mam′ ûn,m

+

(
|ϕ0 + μϕμ|2 (ϕ0 + μϕμ)− β

∑
m∈Z

|am|2amûn,m

)
, (2.4.6)

where L = −∂2
x + ε−2V (x). The term in large parentheses gives non-vanishing

projections to the complement of the selected nth spectral band in L2(R) as μ→ 0.
Therefore, before analyzing the time evolution problem (2.4.6), we need to remove
this non-vanishing term by means of a normal form transformation.

Step 2: Normal form transformation. Let Πn be an orthogonal projection
from L2(R) to En ⊂ L2(R). We shall project |ϕ0|2ϕ0 onto En and its complement
in L2(R), i.e.

|ϕ0|2ϕ0 = Πn|ϕ0|2ϕ0 + (I −Πn)|ϕ0|2ϕ0.

The following lemma is useful to control the projection (I −Πn)|ϕ0|2ϕ0.
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Lemma 2.17 There exists a unique solution ϕ ∈ H1(R) of the inhomogeneous
equation (

L− Ên,0

)
ϕ = (I −Πn) f, (2.4.7)

for any f ∈ L2(R) such that

〈ϕ, ψ〉L2 = 0, ψ ∈ En,

and for all 0 < μ� 1, there is C > 0 such that

‖ϕ‖H1 ≤ C‖f‖L2 . (2.4.8)

Proof Denote E⊥n = L2(R)\En. By property (3), Ên,0 /∈ σ(L|E⊥
n

), so that if ϕ is
a solution of (2.4.7), then ϕ ∈ L2(R) for any f ∈ L2(R). Existence of solutions of
(2.4.7) can be found by means of the Bloch decomposition (2.1.22) in the form

ϕ(x) =
∫
T

∑
n′∈N\{n}

f̂n′(k)
En′(k)− Ên,0

un′(x; k)dk,

which implies that there is C > 0 such that

‖ϕ‖2L2 =
∫
T

∑
n′∈N\{n}

|f̂n′(k)|2

(En′(k)− Ên,0)2
dk ≤ C

∫
T

∑
n′∈N\{n}

|f̂n′(k)|2dk ≤ C‖f‖2L2 .

By property (1), we also obtain

‖ϕ‖2H1 ≤ (1 + Ên,0)‖ϕ‖2L2 + ‖f‖2L2‖ϕ‖2L2 ≤ C‖f‖2L2 ,

for some C > 0. Therefore, if f ∈ L2(R), then ϕ ∈ H1(R) and the bound (2.4.8)
holds. Uniqueness of ϕ follows from the fact that the operator (I−Πn)(L−Ên,0)(I−
Πn) is invertible.

Using Lemma 2.17, we decompose ϕμ(x, t) into two parts,

ϕμ(x, t) = ϕ1(x, T ) + ψμ(x, t), (2.4.9)

where ϕ1 is a unique solution of

(L− Ên,0)ϕ1 = −(I −Πn)|ϕ0|2ϕ0.

Now the leading-order term in large parentheses of system (2.4.6), which gives
a non-vanishing projection to E⊥n as μ → 0, is removed with the normal form
transformation (2.4.9). The same leading-order term also gives a nonzero projection
to En. However, thanks to property (5), this projection is as small as O(μ) in H1

norm. Therefore, we substitute the decomposition (2.4.9) into system (2.4.6) and
write the time evolution problem for ψμ(x, t) in the abstract form

i∂tψμ =
(
L− Ên,0

)
ψμ + μR(a) + μN(a, ψμ). (2.4.10)
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Thanks to the choice of α and β in (2.4.5), we have R(a) =
∑

m∈Z
rm(a)ûn,m(x)

with

rm(a) =
1
μ2

∑
m′∈Z\{m−1,m,m+1}

Ên,m′−mam′

+
1
μ

∑
(m1,m2,m3)∈Z3\{(m,m,m)}

Km,m1,m2,m3am1 ām2am3 ,

where Km,m1,m2,m3 = 〈ûn,m, ûn,m1 ûn,m2 ûn,m3〉L2 . On the other hand, the nonlinear
vector field is given by

N(a, ψμ) = −i∂Tϕ1 + 2|ϕ0|2(ϕ1 + ψμ) + ϕ2
0(ϕ̄1 + ψ̄μ)

+μ
(
2|ϕ1 + ψμ|2ϕ0 + (ϕ1 + ψμ)2ϕ̄0

)
+ μ2|ϕ1 + ψμ|2(ϕ1 + ψμ),

where ϕ0 and ϕ1 denote

ϕ0 =
∑
m∈N

amûn,m, ϕ1 = −(I −Πn)(L− Ên,0)−1(I −Πn)|ϕ0|2ϕ0.

Step 3: Fixed-point iterations. The abstract representation (2.4.10) suggests
that R(a) and N(a, ψμ) remain uniformly bounded in H1 norm for 0 < μ � 1.
To control these terms, we consider a local ball of radius δ0 > 0 in l1(Z) denoted
by Bδ0(l

1(Z)) and a local ball of radius δ > 0 in H1 denoted by Bδ(H1(R)). The
following lemma gives a bound on the vector field of the evolution problem (2.4.10).

Lemma 2.18 Fix δ0, δ > 0 such that a, ȧ ∈ Bδ0(l
1(Z)) and ψμ, ψ̃μ ∈ Bδ(H1(R)).

For any 0 < μ� 1, there exist positive constants CR(δ0), CN (δ0, δ), and KN (δ0, δ)
such that

‖R(a)‖H1 ≤ CR(δ0)‖a‖l1 , (2.4.11)

‖N(a, ψμ)‖H1 ≤ CN (δ0, δ) (‖a‖l1 + ‖ψμ‖H1) , (2.4.12)

‖N(a, ψμ)−N(a, ψ̃μ)‖H1 ≤ KN (δ0, δ)‖ψμ − ψ̃μ‖H1 . (2.4.13)

Proof By Lemma 2.4 (extended to H1(R) since ûn,0 ∈ H1(R)), if a ∈ l1(Z), then
ϕ0 ∈ H1(R) and there is C0 > 0 such that ‖ϕ0‖H1 ≤ C0‖a‖l1 . Furthermore, since

‖u‖2H1 = ‖u‖2H1 + ε−2‖V 1/2u‖2L2 ,

the Sobolev Embedding Theorem (Appendix B.10) implies that H1(R) forms a
Banach algebra with respect to pointwise multiplication, so that

∃C > 0 : ∀u, v ∈ H1(R) : ‖uv‖H1 ≤ C‖u‖H1‖v‖H1 .

Therefore, ‖|ϕ0|2ϕ0‖H1 ≤ C3‖ϕ0‖3H1 ≤ C3C3
0‖a‖3l1 and, by Lemma 2.17, there is

C1 > 0 such that ‖ϕ1‖H1 ≤ C1‖a‖3l1 .
Bound (2.4.11) on the vector field R(a) is proved if for any φ ∈ Bδ0(l

1(Z)) there
is CR(δ0) > 0 such that ‖r(a)‖l1 ≤ CR(δ0)‖a‖l1 . The first term in r(a) is estimated
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as follows:∥∥∥∥∥∥
∑

m′∈Z\{m−1,m,m+1}
Ên,m′−mam′

∥∥∥∥∥∥
l1

≤
∑
m∈Z

∑
m′∈Z\{m−1,m,m+1}

|Ên,m′−m||am′ |

≤ K1‖a‖l1 ,

where

K1 = sup
m∈Z

∑
m′∈Z\{m−1,m,m+1}

|Ên,m′−m| =
∑

l∈Z\{−1,0,1}
|Ên,l|.

Because En(k) is analytically continued along the Riemann surface on k ∈ T, we
have En ∈ Hs(T) for any s ≥ 0 and hence K1 < ∞ for μ > 0. By property (2),
Ên,l = O(μ2) for all l ≥ 2, so that K1/μ

2 is uniformly bounded as μ→ 0.
The second term in r(a) is estimated as follows:∥∥∥∥∥∥

∑
(m1,m2,m3)∈Z3\{(m,m,m)}

Km,m1,m2,m3am1 ām2am3

∥∥∥∥∥∥
l1

≤
∑
m∈Z

∑
(m1,m2,m3)∈Z3\{(m,m,m)}

|Km,m1,m2,m3 ||am1 ||am2 ||am3 | ≤ K2‖a‖3l1 ,

where

K2 = sup
(m1,m2,m3)∈Z3\{(m,m,m)}

∑
m∈Z

|Km,m1,m2,m3 |.

Using the exponential decay (2.1.38), we obtain

∃An > 0 : ∀x ∈ R :
∑
m∈Z

|ûn,m(x)| ≤ Cn

∑
m∈Z

e−ηn|x−2πm| ≤ An.

For all (m1,m2,m3) ∈ Z
3, we have∑

m∈Z

|Km,m1,m2,m3 | ≤ An

∫
R

|ûn,m1(x)||ûn,m2(x)||ûn,m3(x)|dx ≤ An‖ûn,0‖3H1 ,

and hence K2 <∞ for μ > 0. By property (5),

Km,m1,m2,m3 = O
(
μ|m1−m|+|m2−m|+|m3−m|+|m2−m1|+|m3−m1|+|m3−m2|

)
,

so that K2/μ is uniformly bounded as μ→ 0 and bound (2.4.11) is proved.
Bound (2.4.12) follows from the fact that bothH1(R) and l1(Z) form Banach alge-

bras with respect to pointwise multiplication (Appendix B.1). If a, ȧ ∈ Bδ0(l
1(Z)),

then ϕ0, ϕ1 ∈ Bδ(H1(R)) and N(a, ψμ) maps ψμ ∈ H1(R) to an element of H1(R).
Moreover, N(a, ψμ) is uniformly bounded as μ → 0. The proof of bound (2.4.13)
also follows from the explicit expression for N(a, ψμ).

Step 4: Control on the error bound. To work with solutions of the time
evolution equation (2.4.10), we need to prove that the initial-value problem for this
equation is locally well-posed if a(T ) is a C1 function on [0, T0] in a ball Bδ0(l

1(Z)),
where T0 may depend on δ0.
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Lemma 2.19 Fix T0 > 0 and δ0 > 0 such that a(T ) ∈ C1([0, T0], Bδ0(l
1(Z)))

for some T0 > 0 and δ0 > 0. Fix δ > 0 such that ψμ(0) ∈ Bδ(H1(R)). There
exist t0 > 0 and μ0 > 0 such that, for any μ ∈ (0, μ0), the time evolution problem
(2.4.10) admits a unique solution ψμ(t) ∈ C([0, t0],H1(R)).

Proof Since L is a self-adjoint operator in L2(R), the operator e−it(L−Ên,0) forms
a unitary evolution group satisfying

∀ψ ∈ H1(R) : ‖e−it(L−Ên,0)ψ‖H1 = ‖ψ‖H1 , t ∈ R.

By Duhamel’s principle, the time evolution problem (2.4.10) is rewritten in the
integral form

ψμ(t) = e−it(L−Ên,0)ψμ(0)

+μ

∫ t

0

e−i(t−s)(L−Ên,0) (R(a(μs)) + N(a(μs), ψμ(s))) ds. (2.4.14)

The vector field of the integral equation (2.4.14) maps an element of H1(R) to an
element of H1(R) thanks to bounds (2.4.11) and (2.4.12). By the Banach Fixed-
Point Theorem (Appendix B.2), there exists a unique fixed point of the integral
equation (2.4.14) in space ψμ(t) ∈ C([0, t0],H1(R)) for sufficiently small t0 > 0
such that

μKN (δ0, δ)t0 < 1,

thanks to bound (2.4.13).

By Theorem 1.3 (Section 1.3.2), the DNLS equation (2.4.1) is globally well-posed
in l2s(Z) for any s ≥ 0 and the Cauchy problem admits a unique solution a(T ) ∈
C1(R, l2s(Z)). If s > 1

2 , there there is Cs > 0 such that

‖a(T )‖l1 ≤ Cs‖a(T )‖l2s .

Because of the relation T = μt and the constraint in the proof of Lemma 2.19, we
need only local well-posedness of the DNLS equation (2.4.1) on the time interval
[0, T0], where T0 = μt0 < 1/KN . We need to select δ0 and δ large enough so that
the solutions a(T ) and ψμ(t) remain in Bδ0(l

1(Z)) and Bδ(H1(R)) on [0, T0] and
[0, t0] respectively.

Existence of a unique solution ψμ(t) of the time evolution equation (2.4.10)
in C([0, T0/μ],H1(R)) follows from Lemma 2.19 since ϕ0, ϕ1 ∈ H1(R) if a(T ) ∈
C1([0, T0], Bδ0(l

1(Z))). We need to bound the component ψμ(t) in Bδ(H1(R)) on
[0, t0] assuming that ψμ(0) ∈ Bδ(H1(R)). Using bounds (2.4.11) and (2.4.12) of
Lemma 2.18 and the integral equation (2.4.14), we obtain

‖ψμ(t)‖H1 ≤ ‖ψμ(0)‖H1 + μ(CR(δ0) + CN (δ0, δ))
∫ t

0

‖a(μs)‖l1ds

+ CN (δ0, δ)
∫ t

0

‖ψμ(s)‖H1ds.
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By the Gronwall inequality (Appendix B.6), a local solution ψμ(t) of the integral
equation (2.4.14) satisfies the bound

sup
t∈[0,T0/μ]

‖ψμ(t)‖H1

≤
(
‖ψμ(0)‖H1 + (CR(δ0) + CN (δ0, δ))T0 sup

T∈[0,T0]

‖a(T )‖l1
)
eCN (δ0,δ)T0

≤ (C0 + (CR(δ0) + CN (δ0, δ))T0δ0) eCN (δ0,δ)T0 ≤ δ.

Therefore, for given δ0 > 0 and δ > 0, one can find a T0 ∈
(
0,K−1

N (δ0, δ)
)

such that
the bound (2.4.4) is justified for some constant C > 0 uniformly in 0 < μ� 1.

The proof of Theorem 2.5 is now complete. �

Exercise 2.29 Using the scaling transformation of {am(T )}m∈Z, reduce the
DNLS equation (2.4.1) to the normalized form,

iu̇m = σ0(um+1 + um−1) + |um|2um,

where σ0 = sign(αβ).

Remark 2.7 The DNLS equation (2.4.1) has numerical coefficients α and β which
may depend on μ. Exercise 2.29 shows that this dependence is irrelevant for the
justification analysis as long as parameters α and β remain nonzero and bounded
as μ→ 0.

Exercise 2.30 Show that the DNLS equation (2.4.1) can be justified for the
potential (2.1.16) with V0 = ε−2 after the modification of the asymptotic multi-
scale expansion with the algebraic factor

u(x, t) = ε1/2μ1/2 (ϕ0(x, T ) + μϕμ(x, t)) e−iÊn,0t,

where μ = ε−3/2e−8/ε is defined in Exercise 2.28.

Recently, Belmonte-Beitia and Pelinovsky [18] gave details of the semi-classical
analysis needed for the justification of the DNLS equations for the squared-sine
potential (2.1.16) in the context of a Gross–Pitaevskii equation with periodic sign-
varying nonlinearity coefficient.

2.4.2 Justification of the stationary equation

Consider the stationary reduction of the DNLS equation (2.4.1),

a(T ) = Ae−iΩT ,

where Ω is a real parameter and A ∈ l1(Z). Theorem 2.5 implies that the Gross–
Pitaevskii equation (2.4.2) admits a time-dependent solution, which remains close
to the stationary solution

u(x, t) = Φ(x)e−iωt,

where ω = Ên,0 + μΩ and Φ ∈ H1(R). This correspondence is valid for a small
μ > 0 and on a finite time interval [0, μ−1T0]. The error bounds cannot be controlled
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beyond the finite time interval, so it is not clear if the Gross–Pitaevskii equation
(2.4.2) admits a true stationary solution in the above form. To answer definitely
and positively on this question, we consider the stationary DNLS equation,

α (Am+1 + Am−1) + β|Am|2Am = ΩAm, m ∈ Z, (2.4.15)

and the stationary Gross–Pitaevskii equation,

−Φ′′(x) + V (x)Φ(x) + |Φ(x)|2Φ(x) = ωΦ(x), x ∈ R. (2.4.16)

Our main result is given by the following theorem.

Theorem 2.6 Let A ∈ l1(Z) be a solution of the stationary DNLS equation
(2.4.15) and assume that the linearized equation at A admits a one-dimensional
kernel in l1(Z) spanned by {iA} and isolated from the rest of the spectrum. There
exist μ0 > 0 and C > 0 such that, for any μ ∈ (0, μ0), the stationary Gross–
Pitaevskii equation (2.4.16) with ω = Ên,0 + μΩ admits a solution Φ ∈ H1(R)
satisfying the bound ∥∥∥∥∥Φ− μ1/2

∑
m∈Z

Amûn,m

∥∥∥∥∥
H1

≤ Cμ3/2. (2.4.17)

Moreover, Φ(x) decays to zero exponentially fast as |x| → ∞ if {An}n∈Z decays to
zero exponentially fast as |n| → ∞.

Proof The proof of Theorem 2.6 consists of three steps.

Step 1: Decomposition. We decompose solutions of (2.4.16) in the form

Φ(x) = μ1/2 (ϕμ(x) + μψμ(x)) , (2.4.18)

where ϕμ ∈ En and ψμ ∈ E⊥n . Unlike the standard method of Lyapunov–Schmidt
reductions (Section 3.2), we have an infinite-dimensional kernel since Dim(En) =∞.
Projecting equation (2.4.16) to En and E⊥n using projector operators Πn and (I−Πn)
from Lemma 2.17, we obtain a system of two equations(

L− Ên,0 − μΩ
)
ϕμ = −μΠn|ϕμ + μψμ|2(ϕμ + μψμ), (2.4.19)(

L− Ên,0 − μΩ
)
ψμ = −μ(I −Πn)|ϕμ + μψμ|2(ϕμ + μψμ), (2.4.20)

where L = −∂2
x + ε−2V (x) and ω = Ên,0 + μΩ. Using the Wannier decomposition,

ϕμ(x) =
∑
m∈Z

amûn,m(x),

we can rewrite equation (2.4.19) in the lattice form

1
μ

∑
l≥1

Ên,l (am+l + am−l) +
∑

(m1,m2,m3)∈Z3

Km,m1,m2,m3am1 ām2am3

= Ωam + Rm(a, ψμ), m ∈ Z, (2.4.21)

where Km,m1,m2,m3 = 〈ûn,m, ûn,m1 ûn,m2 ûn,m3〉L2 and Rm(a, ψμ) is given by

Rm(a, ψμ) = −
∫
R

ûn,m

(
|ϕμ + μψμ|2 (ϕμ + μψμ)− |ϕμ|2ϕμ

)
dx.



2.4 Justification of the DNLS equation 115

The idea of the decomposition (2.4.18) is to invert the non-singular operator in
equation (2.4.20) and to eliminate the component ψμ from equation (2.4.19). In
this algorithm, the problem reduces to the lattice equation (2.4.21) in coordinates
{am}m∈Z, which is regarded as a perturbed stationary DNLS equation (2.4.15).
The Implicit Function Theorem (Appendix B.7) is used both to single out the
component ψμ and to analyze persistence of localized solutions in the perturbed
lattice equation (2.4.21).

Step 2: Non-singular part of the solution. Let us consider again a and ψμ

in balls Bδ0(l
1(Z)) and Bδ(H1(R)), similarly to the time-dependent case.

Lemma 2.20 Fix δ0 > 0. For all a ∈ Bδ0(l
1(Z)), there exists a unique smooth

map ψ̂ : l1(Z) × R → H1(R) such that ψμ = ψ̂(a, μ) solves (2.4.20), and for any
small μ > 0 and any a ∈ Bδ0(l

1(Z)), there is C0 > 0 such that

‖ψμ‖H1 ≤ μC0‖a‖3l1 . (2.4.22)

Moreover, ψμ(x) decays exponentially as |x| → ∞.

Proof By Lemma 2.17, it follows that operator (I −Πn)(L− Ên,0 − μΩ)(I −Πn)
is continuously invertible for a sufficiently small μ > 0 and a μ-independent Ω.
Therefore, there exist μ0 > 0 and C0 > 0 such that for any μ ∈ (0, μ0)

‖(I −Πn)(L− Ên,0 − μΩ)−1(I −Πn)‖L2→H1 ≤ C0.

Equation (2.4.20) can be rewritten in the form

ψμ = −μ(I −Πn)
(
L− Ên,0 − μΩ

)−1

(I −Πn)|ϕμ + μψμ|2(ϕμ + μψμ).

Because H1(R) is a Banach algebra with respect to pointwise multiplication (Ap-
pendix B.1), the right-hand side of this equation maps an element of H1(R) to an
element of H1(R) if a ∈ Bδ0(l

1(Z)). Existence of a unique smooth map ψμ = ψ̂(a, μ)
satisfying (2.4.22) follows by the Implicit Function Theorem (Appendix B.7). By
the property of elliptic equations, if f ∈ L2(R) decays exponentially as |x| → ∞,
then

(I −Πn)
(
L− Ên,0 − μΩ

)−1

(I −Πn)f

also decays exponentially as |x| → ∞. Therefore, ψμ(x) decays exponentially as
|x| → ∞.

Using the map in Lemma 2.20, we close the lattice equation (2.4.21) in variable
a. The residual term of this equation is estimated by the following lemma.

Lemma 2.21 There are μ0 > 0 and C0 > 0 such that for any μ ∈ (0, μ0) and
any a ∈ Bδ0(l

1(Z)),

‖R(a, ψ̂(a, μ))‖l1 ≤ μC0‖a‖5l1 . (2.4.23)
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Proof Using the uniform bound
∑

m∈Z
|ûn,m(x)| ≤ An for all x ∈ R from Lemma

2.18, there are C,C ′ > 0 such that

‖R(a, ψ̂μ(φ, μ))‖l1 ≤ An

∫
R

∣∣|ϕμ + μψμ|2(ϕμ + μψμ)− |ϕμ|2ϕμ

∣∣ dx
≤ μC‖ϕμ‖2H1‖ψμ‖H1

≤ μC ′‖a‖5l1 ,

where we have used bound (2.4.22) of Lemma 2.20.

Step 3: Singular part of the solution. By the estimate in the proof of Lemma
2.18, the linear term on the left-hand side of the lattice equation (2.4.21) can be
written in the form

1
μ

∑
l≥1

Ên,l (am+l + am−l) = α (am+1 + am−1) + μLn(a, μ),

where α = Ên,1/μ and there exists a μ-independent constant C > 0 such that

‖L(a, μ)‖l1 ≤ C‖a‖l1 . (2.4.24)

Similarly, the cubic nonlinear term on the left-hand side of the lattice equation
(2.4.21) can be written in the form∑

(m1,m2,m3)∈Z3

Km,m1,m2,m3am1 ām2am3 = β|am|2φm + μQn(a, μ),

where β = ‖ûn,0‖4L4 and there exists a μ-independent constant C > 0 such that

‖Q(a, μ)‖l1 ≤ C‖a‖3l1 . (2.4.25)

By bounds (2.4.23), (2.4.24) and (2.4.25), we write the lattice equation (2.4.21) in
the form

α (am+1 + am−1) + β|am|2am − Ωam = μNm(a, μ), m ∈ Z, (2.4.26)

where the left-hand side is the stationary DNLS equation (2.4.15) and the right-
hand side is a perturbation term. For any μ ∈ (0, μ0) and a ∈ Bδ0(l

1(Z)), there is
C0 > 0 such that

‖N(a, μ)‖l1 ≤ C0‖a‖l1 . (2.4.27)

We now conclude the proof of Theorem 2.6.
Let A ∈ l1(Z) be a solution of the stationary DNLS equation (2.4.15) and the

linearized equation at A admits a one-dimensional kernel in l1(Z) spanned by {iA}
and isolated from the rest of the spectrum. Eigenvector {iA} is always present
due to the invariance of the stationary DNLS equation (2.4.15) with respect to the
gauge transformation,

A �→ Aeiθ, θ ∈ R.

The perturbed lattice equation (2.4.26) is also invariant with respect to this trans-
formation, since it is inherited from the properties of the stationary Gross–Pitaevskii
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equation (2.4.16). Let us fix the gauge factor θ by picking up an n0 ∈ Z such that
|An0 | �= 0 and fixing

Im(an0) = Im(An0) = 0. (2.4.28)

The linearized operator is invertible subject to the constraint (2.4.28). The vec-
tor field of the perturbed lattice equation (2.4.26) is a smooth map from l1(Z) to
l1(Z) which preserves the constraint (2.4.28). By the Implicit Function Theorem
(Appendix B.7), there exists a smooth continuation of the solution A of the station-
ary DNLS equation (2.4.15) into the solution a of the perturbed lattice equation
(2.4.26) with respect to μ and there are μ0 > 0 and C0 > 0 such that for any
μ ∈ (0, μ0),

‖a−A‖l1 ≤ Cμ. (2.4.29)

By Lemmas 2.4 and 2.20, if a ∈ l1(Z), then ϕμ, ψμ ∈ H1(R), so that both ϕμ and
ψμ are bounded continuous functions of x ∈ R that decay to zero as |x| → ∞. By
Lemma 2.5, ϕμ(x) decays to zero exponentially fast as |x| → ∞ if {am}m∈Z decays
to zero exponentially fast as |m| → ∞. The same properties hold for ψμ = ψ̂(ϕμ, μ)
thanks to Lemma 2.20, and thus to the full solution Φ.

The proof of Theorem 2.6 is now complete. �

Note that the assumption of Theorem 2.6 on non-degeneracy of the linearized
equation at a solution A of the stationary DNLS equation (2.4.15) is common in
bifurcation theory. If the linearized equation has a higher-dimensional kernel, it
signals that the branch of localized solutions A undertakes a bifurcation and may
not persist with respect to parameter continuation for a small nonzero μ. Note that
the assumption on the non-degeneracy of the linearized equation is satisfied for any
solution A ∈ l1(Z) of the stationary one-dimensional DNLS equation (2.4.15) in
the anticontinuum limit α → 0 but it need not be satisfied for higher-dimensional
DNLS equations (Section 3.2.5).

Exercise 2.31 Justify the stationary two-dimensional DNLS equation,

α1 (am1+1,m2 + am1−1,m2) + α2 (am1,m2+1 + am1,m2−1)

+ β|am1,m2 |2am1,m2 = Ωam1,m2 , (m1,m2) ∈ Z
2,

starting with the Gross–Pitaevskii equation with the separable potential,

−(∂2
x1

+ ∂2
x2

)φ + (V1(x1) + V2(x2))φ + |φ|2φ = ωφ, (x1, x2) ∈ R
2,

in space H2(R2), where V1 and V2 are bounded 2π-periodic potentials.
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Existence of localized modes in periodic potentials

We can’t solve problems by using the same kind of thinking we used when we created
them.
– Albert Einstein.

The irrationality of a thing is no argument against its existence, rather a condition of it.
– Friedrich Nietzsche.

Nonlinear evolution equations were less attractive if they would not admit special
solutions observed in many laboratory and computer experiments. These solutions
are stationary localized modes, which are periodic in time and decaying to zero
at infinity in space coordinates. Depending on whom we are speaking with, such
stationary localized modes are known as gap solitons or nonlinear bound states or
discrete breathers or, more abstractly, solitary waves.

This chapter covers the main aspects of the existence theory of stationary local-
ized modes of the Gross–Pitaevskii equation,

iut = −∇2u + V (x)u + σ|u|2u, x ∈ R
d, t ∈ R,

where σ ∈ {1,−1}, V (x) : R
d → R is bounded and 2π-periodic in each coordinate,

and u(x, t) : R
d × R→ C is the wave function.

Thanks to the gauge invariance of the Gross–Pitaevskii equation and the time
invariance of the potential function V (x), the time and space coordinates can be
separated for the stationary solutions in the form

u(x, t) = φ(x)e−iωt, x ∈ R
d, t ∈ R,

where ω ∈ R is a free parameter and φ(x) : R
d → C is a function decaying to zero

as |x| → ∞. Clearly, stationary solutions are time-periodic with period τ = 2π/ω,
but this time dependence is trivial in the sense that it can be detached by the
gauge transformation u(x, t) = ũ(x, t)e−iωt, where ũ(x, t) solves the same Gross–
Pitaevskii equation with new potential Ṽ (x) = V (x) − ω. The stationary solution
for ũ(x, t) is now time-independent but the potential Ṽ (x) has a parameter ω.

Stationary solutions φ for a fixed value of ω ∈ R can be considered in two different
senses. Recall that L = −Δ+V (x) is a self-adjoint operator from H2(Rd) ⊂ Dom(L)
to L2(Rd) (Section 2.1) and that H1(Rd) is the energy space of the Gross–Pitaevskii
equation, where its conserved quantities are defined (Section 1.3).
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Definition 3.1 We say that φ ∈ H2(Rd) is a strong solution of the stationary
Gross–Pitaevskii equation,

−∇2φ(x) + V (x)φ(x) + σ|φ(x)|2φ(x) = ωφ(x), x ∈ R
d,

if

‖ −∇2φ + V φ + σ|φ|2φ− ωφ‖L2 = 0.

We say that φ ∈ H1(R) is a weak solution of the stationary Gross–Pitaevskii
equation if it is a critical point of the energy functional Eω(u) = H(u) − ωQ(u),
where the Hamiltonian H(u) and the power Q(u) are given by

H(u) =
∫
Rd

[
|∇u|2 + V |u|2 +

σ

2
|u|4
]
dx, Q(u) =

∫
Rd

|u|2dx.

The stationary Gross–Pitaevskii equation has the same role as the stationary
Schrödinger equation in quantum mechanics. It coincides with the Euler–Lagrange
equation generated by the Gateaux derivative of the energy functional Eω(u) =
H(u)− ωQ(u),

∇ūEω(φ) = −∇2φ + V φ + σ|φ|2φ− ωφ = 0.

Thanks to the Sobolev Embedding Theorem (Appendix B.10), if d = 1, then either
φ ∈ H2(R) or φ ∈ H1(R) implies that φ ∈ C0

b (R) and limx→±∞ φ(x) = 0. The
continuity and decay properties come from bootstrapping arguments for d ≥ 2.

Note that if φ is a solution of the stationary Gross–Pitaevskii equation in any
sense, then e−iθφ is also a solution of the same equation for any θ ∈ R. This fact
is due to the gauge invariance and it shows that the localized mode in a periodic
potential has at least one arbitrary parameter θ in addition to parameter ω.

Recall that the stationary Gross–Pitaevskii equation with a periodic potential can
be reduced to the nonlinear Dirac equations, the nonlinear Schrödinger equation,
and the discrete nonlinear Schrödinger equation (Chapter 2). Instead of dealing
with the space-periodic stationary equations, one can work with the reduced space-
homogeneous stationary equations. Solutions of the reduced stationary equations
can be constructed explicitly and they give useful analytical approximations to
solutions of the original stationary Gross–Pitaevskii equation. Therefore, in this
chapter, we shall look at the construction of localized modes not only for the sta-
tionary Gross–Pitaevskii equation with a periodic potential but also for the reduced
stationary equations.

3.1 Variational methods

Let us consider the stationary Gross–Pitaevskii equation,

−∇2φ(x) + V (x)φ(x) + σ|φ(x)|2φ(x) = ωφ(x), x ∈ R
d, (3.1.1)

where σ ∈ {1,−1}, ω ∈ R, and V (x) is a bounded, continuous, and 2π-periodic
function. Because the spectrum of the linear Schrödinger operator L = −∇2 +V (x)
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in L2(Rd) is bounded from below, we say that the localized mode φ(x) exists in
the semi-infinite gap if ω < inf σ(L) and in a finite band gap if ω > inf σ(L) and
ω /∈ σ(L).

We shall be looking for weak solutions φ ∈ H1(Rd) of the stationary Gross–
Pitaevskii equation (3.1.1) in the sense of Definition 3.1. Therefore, we add a trial
function w ∈ H1(Rd) to a critical point φ ∈ H1(Rd) of the energy functional Eω(u)
and require that

∀w ∈ H1(Rd) :
d

dε
Eω(φ + εw)

∣∣∣∣
ε=0

= 0.

Direct computations show that φ ∈ H1(R) is a critical point of Eω(u) if

∀w ∈ H1(Rd) :
∫
Rd

(
∇φ · ∇w̄ + V φw̄ + σ|φ|2φw̄ − ωφw̄

)
dx = 0. (3.1.2)

If φ is also a strong solution, that is, if φ ∈ H2(Rd), then integration by parts shows
that

∀w ∈ L2(Rd) : 〈−∇2φ + V φ + σ|φ|2φ− ωφ,w〉L2 = 0. (3.1.3)

By the Gagliardo–Nirenberg inequality (Appendix B.5), there is Cp,d > 0 such
that

‖u‖2pL2p ≤ Cp,d‖u‖d+p(2−d)
L2 ‖∇u‖d(p−1)

L2 . (3.1.4)

Since Eω(u) contains ‖u‖4L4 (p = 2), for any 1 ≤ d ≤ 3 and V ∈ L∞(Rd), Sobolev
space H1(Rd) is the space of admissible functions for the functional Eω(u) in the
sense that |Eω(u)| <∞ if ‖u‖H1 <∞. The following lemma shows that all solutions
in H1(Rd) belong to H2(Rd) if 1 ≤ d ≤ 3 and V ∈ L∞(Rd).

Lemma 3.1 Assume 1 ≤ d ≤ 3 and V ∈ L∞(Rd). The weak and strong solutions
of the stationary Gross–Pitaevskii equation (3.1.1) are equivalent.

Proof Since H2(Rd) is embedded into H1(Rd), the statement is trivial in one
direction. In the opposite direction, we let φ ∈ H1(Rd) and consider

F := V φ + σ|φ|2φ− ωφ.

By the Gagliardo–Nirenberg inequality (3.1.4) for p = 3, we have F ∈ L2(Rd) if
1 ≤ d ≤ 3 and V ∈ L∞(Rd). Therefore, if φ ∈ H1(Rd) satisfies the weak formulation
(3.1.2), then ∇2φ ≡ F ∈ L2(Rd) and φ ∈ H2(Rd) satisfies the strong formulation
(3.1.3).

Existence of localized modes in the semi-infinite gap is similar to the existence
of nonlinear bound states in the nonlinear Schrödinger equation with V (x) ≡ 0.
We will prove that no nonzero weak solution of the stationary equation (3.1.2) in
H1(Rd) exists if ω < inf σ(L) and σ = +1 (defocusing or repulsive case), whereas
there exists always a nonzero weak solution φ(x) if ω < inf σ(L) and σ = −1
(focusing or attractive case). In what follows, we will always assume 1 ≤ d ≤ 3 and
V ∈ L∞(Rd).

Theorem 3.1 Let ω < inf σ(L) and σ = +1. No nonzero critical points of Eω(u)
exist.
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Proof Let φ ∈ H1(Rd) be a critical point of Eω(u) for σ = +1. Substitution of
w = φ into the stationary equation (3.1.2) gives

‖L1/2φ‖2L2 − ω‖φ‖2L2 + ‖φ‖4L4 = 0,

where

‖L1/2φ‖2L2 :=
∫
Rd

(
|∇φ|2 + V |φ|2

)
dx.

By Rayleigh–Ritz’s variational principle for the self-adjoint operator L, we have

inf σ(L) = inf
u∈H1

‖L1/2u‖2L2

‖u‖2L2

.

Therefore,

(inf σ(L)− ω)‖φ‖2L2 + ‖φ‖4L4 ≤ 0,

but since inf σ(L) > ω, we have ‖φ‖L2 = ‖φ‖L4 = 0. As a result, we have

0 ≤ ‖∇φ‖2L2 ≤
∫
Rd

(
|∇φ|2 + V |φ|2 + ‖V ‖L∞ |φ|2

)
dx = 0,

which proves that ‖∇φ‖L2 = 0, so that ‖φ‖H1 = 0. Therefore, the only critical
point φ ∈ H1(Rd) is the zero point φ = 0.

Theorem 3.2 Let ω < inf σ(L) and σ = −1. There exists a nonzero critical point
φ of Eω(u).

Remark 3.1 If V (x) ≡ 0, a nonzero critical point φ of Eω(u) exists for any ω < 0.

Two different variational methods can be applied to the proof of Theorem 3.2
that rely on the existence of a minimizer of a constrained quadratic functional
(Section 3.1.1) and the existence of a critical point of a functional with mountain
pass geometry (Section 3.1.2). Equivalence between the least energy solutions of
the first method and the critical points of the second method is shown by JeanJean
& Tanaka [98].

Another variational technique based on the concentration compactness principle
was developed by Lions [134]. Using the concentration compactness principle, the
weak solutions of the stationary equation (3.1.2) is obtained from a minimizer of
the energy

H(u) =
∫
Rd

(
|∇u|2 + V |u|2 − 1

2
|u|4
)
dx (3.1.5)

under the fixed power Q(u) = ‖u‖2L2 . Parameter ω becomes the Lagrange multiplier
of the constrained variational problem. This technique not only gives the existence
of a localized mode but also predicts the orbital stability of the minimizer (Section
4.4.2). Details of the concentration compactness principle and the orbital stability
of the nonlinear waves in nonlinear dispersive equations are reviewed in the text of
Angulo Pava [11].

It is more delicate to prove existence of localized modes in a finite band gap
associated with the periodic potential V (x). Earlier results on this topic date back to
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the 1990s, collected together by Stuart [198], who proved existence of critical points
using the Mountain Pass Theorem. Similar variational results are also obtained by
Alama & Liu [9]. Bifurcations of bound states were analyzed by Heinz, Küpper
and Stuart [87, 124] who proved that, depending on the sign of the nonlinear term,
lower or upper band edges of the spectral bands of L = −∇2 +V (x) become points
of local bifurcations of the localized modes for small values of Q.

The same problem in a more general stationary Gross–Pitaevskii equation has
recently received another wave of interest, after Pankov [148] applied the technique
of the Linking Theorem to the proof of existence of localized modes in periodic
potentials. The following theorem gives the existence of localized modes in every
finite band gap of σ(L).

Theorem 3.3 Let ω be in a finite gap of σ(L). There exists a nonzero critical
point φ of Eω(u). Moreover φ(x) is a bounded continuous function for all x ∈ R

d

that decays to zero exponentially fast as |x| → ∞.

All the above methods turn out to be useful in the discrete setting, in the context
of localized modes of the stationary DNLS equation,

−(Δφ)n + σ|φn|2φn = ωφn, n ∈ Z
d, (3.1.6)

where d ≥ 1 is any dimension of the cubic lattice, Δ is the discrete Laplacian
on l2(Zd), σ ∈ {1,−1}, and ω ∈ R. The concentration compactness principle was
applied to the proof of existence of localized modes in the stationary DNLS equation
(3.1.6) by Weinstein [212]. Localized modes of a more general lattice equation were
also constructed by Pankov using the Linking Theorem in [149] and the Nehari
manifolds in [150]. Recent works in the development of these results include Shi &
Zhang [190], Zhang [222], and Zhou et al. [223].

3.1.1 Minimizers of a constrained quadratic functional

We shall prove Theorem 3.2, which states the existence of a critical point φ of
the energy functional Eω(u) for the stationary Gross–Pitaevskii equation (3.1.1) if
ω < inf σ(L) and σ = −1. The proof relies on the decomposition

Eω(u) = I(u)− 1
2
J(u),

where I(u) is a quadratic functional

I(u) := ‖L1/2u‖2L2 − ω‖u‖2L2 =
∫
Rd

(
|∇u|2 + V |u|2 − ω|u|2

)
dx, (3.1.7)

and J(u) := ‖u‖4L4 . We shall consider a constrained minimization problem

find min
u∈H1

I(u) such that J(u) = J0, (3.1.8)

where J0 > 0 is a fixed number.
Unfortunately, the lack of compactness of the embedding of H1(Rd) into L4(Rd)

is an obstacle in the proof of Theorem 3.2 in an unbounded domain. To bypass this
obstacle, we shall split the proof into two steps.
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At the first step, we shall prove the existence of a minimizer of the constrained
minimization problem (3.1.8) in H1

per(T
d
n), where T

d
n is the cube in R

d of the edge
length 2πn, centered at the origin, where n ∈ N. Note that the edge length 2πn is
an n-multiple of the 2π-period of the potential V (x). The embedding of H1

per(T
d
n)

into L4
per(T

d
n) is compact and the calculus of variations is hence applied.

At the second step, we shall prove that the minimizer of the constrained min-
imization problem (3.1.8) in H1

per(T
d
n) persists in the singular limit n → ∞ as a

minimizer of the same variational problem in H1(Rd).
The first step relies on the following lemma.

Lemma 3.2 Fix ω < inf σ(L) and σ = −1. Let T
d
n be the cube in R

d of the
edge length 2πn for a fixed n ∈ N, centered at the origin. There exists a minimizer
ψn ∈ H1

per(T
d
n) of the constrained minimization problem (3.1.8) for J0 > 0.

Proof It is clear from the variational characterization of eigenvalues that

I(u) = 〈(L− ωI)u, u〉L2 ≥ (inf σ(L)− ω)‖u‖2L2 .

Therefore, I(u) is bounded from below by zero if ω < inf σ(L). Therefore, there is
an infimum of I(u) in H1

per(T
d
n), which we denote by

m := inf
u∈H1

I(u).

Furthermore, if ω < inf σ(L), there exists C > 0 that depends on the distance
| inf σ(L)− ω| such that

I(u) ≥ C‖u‖2H1 . (3.1.9)

The proof of the coercivity condition (3.1.9) is trivial if ω < minx∈Rd V (x) but it
also holds for any ω < inf σ(L). Thanks to the coercivity of the functional I(u), any
minimizing sequence {uk}k≥1 in H1

per(T
d
n) such that limk→∞ I(uk) = m belongs to

a bounded subset of H1
per(T

d
n) and satisfies

sup
k≥1
‖uk‖H1 <∞.

Because H1
per(T

d
n) is not compact, boundedness of the sequence {uk}k≥1 in

H1
per(T

d
n) does not imply that there is an element u ∈ H1

per(T
d
n) to which the

sequence converges strongly in the sense

uk → u in H1 ⇐⇒ lim
k→∞

‖uk − u‖H1 = 0.

Instead, by the Weak Convergence Theorem (Appendix B.14), the boundedness
of the sequence {uk}k≥1 in H1

per(T
d
n) only implies that there exists a subsequence

{ukj
}j≥1 ⊂ {uk}k≥1 and a function u ∈ H1

per(T
d
n) such that {ukj

}j≥1 converges
weakly to u in the sense

ukj
⇀ u in H1 ⇐⇒ ∀v ∈ H1 : lim

j→∞
〈v, ukj

− u〉H1 = 0,

where

〈v, u〉H1 := 〈∇v,∇u〉L2 + 〈v, u〉L2 .
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Thanks to the boundedness of ‖V ‖L∞ and the coercivity (3.1.9), the functional
I(u) is equivalent to the squared norm ‖u‖2H1 in the sense

∃C ≥ 1 : C−1‖u‖2H1 ≤ I(u) ≤ C‖u‖2H1 . (3.1.10)

Inherited from the norm ‖u‖H1 , the functional I(u) is hence weakly lower semi-
continuous in the sense

I(u) ≤ lim inf
j→∞

I(ukj
) (3.1.11)

whenever {ukj
}j≥1 converges weakly to u in H1

per(T
d
n). Since {uk}k≥1 is a mini-

mizing sequence for I(u), the weak semi-continuity (3.1.11) implies that I(u) ≤ m

and since u ∈ H1
per(T

d
n), we have I(u) ≥ m. Therefore, I(u) attains its infimum at

u ≡ ψ in H1
per(T

d
n).

Unfortunately, the infimum of I(u) in the unconstrained minimization problem
is simply the zero solution ψ ≡ 0 since I(0) = 0 = m. To construct a nonzero ψ

for the constrained minimization problem (3.1.8) with J0 > 0, we shall define the
space of admissible functions

H0 :=
{
u ∈ H1

per(T
d
n) : ‖u‖4L4 = J0

}
.

It is obvious that this space is non-empty for any J0 > 0.
Thanks to the Gagliardo–Nirenberg inequality (3.1.4), H1

per(T
d
n) is embedded

into L4
per(T

d
n) and this embedding is compact in the periodic (bounded) domain.

As a result, weak convergence in H1
per(T

d
n) implies strong convergence in L4

per(T
d
n)

(Theorem 8.6 in [130]), that is, for any minimizing sequence {uk}k≥1 in H1
per(T

d
n),

there exist a subsequence {ukj
}j≥1 ⊂ {uk}k≥1 and a function u ∈ H1

per(T
d
n) such

that

ukj
⇀ u in H1

per(T
d
n) ⇒ ukj

→ u in L4
per(T

d
n).

Let {uk}k≥1 be a minimizing sequence in H0 so that J(uk) = J0 for any k ≥ 1.
By the strong convergence in L4

per(T
d
n), we have J(u) = J0, so that the limit of

{ukj
}j≥1, which is u ∈ H1

per(T
d
n), is actually in H0. Therefore, u ≡ ψ is a minimizer

of the constrained minimization problem (3.1.8) in H1
per(T

d
n).

We shall now consider the convergence of the sequence of minimizers {ψn}n∈N as
n→∞. We note the following result.

Lemma 3.3 Let ψn ∈ H1
per(T

d
n) be a minimizer in Lemma 3.2. Then,

φn =

√
I(ψn)√
J(ψn)

ψn ∈ H1
per(T

d
n)

is a critical point of Eω(u) = I(u)− 1
2J(u) and

Eω(φn) =
1
2
I(φn) =

1
2
J(φn) =

1
2
J0.
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Proof Using the technique of Lagrange multipliers, a minimizer of the constrained
variational problem (3.1.8) is a critical point of the functional

Î(u) := I(u)− λ (J(u)− J0) , (3.1.12)

where λ is the Lagrange multiplier. If there exists a critical point (λ, ψ) for Î(u),
then

∂λÎ(u)|u=ψ = J0 − J(ψ) = 0

and

∀w ∈ H1 :
∫ (
∇ψ · ∇w̄ + V ψw̄ − ωψw̄ − 2λ|ψ|2ψw̄

)
dx = 0.

For w = ψ, this gives

2λ =
I(ψ)
J(ψ)

> 0,

which allows us to substitute ψ(x) = (1/
√

2λ)φ(x) into the variational equations.
On comparison with the weak formulation (3.1.2), we infer that φ is a critical
point of the energy functional Eω(u) with I(φ) = J(φ) = J0. Observing that
Eω(u) = I(u)− 1

2J(u), we arrive at the statement of the lemma.

When we pass to the limit of n→∞, the principal difficulty is to show that the
limit of a sequence of critical points {φn}n∈N is a nonzero function φ ∈ H1(Rd).
For this purpose, we need to use the concentration compactness arguments, which
ensure that the critical point φn(x) is confined in a bounded region of R

d as n→∞.

Lemma 3.4 Let {φn}n∈N with φn ∈ H1
per(T

d
n) be a sequence of critical points

of Eω(u) in Lemma 3.3. Then, there is a sequence {bn}n∈N with bn ∈ Z
d such

that {φn(x − 2πbn)}n∈N converges weakly in H1
loc(R

d) to a nonzero weak solution
φ ∈ H1(Rd) of the stationary Gross–Pitaevskii equation (3.1.2).

Proof By Lemma 3.3 and the norm equivalence (3.1.10), the norms ‖φn‖H1
per

are
bounded and nonzero as n → ∞. Let Qr(x0) be a cube in R

d with the fixed edge
length 2πr, centered at the point x0 ∈ R

d. We will show that there exist a sequence
of points xn ∈ R

d and positive numbers r and η such that

‖un‖L2(Qr(xn)) ≥ η, n ∈ N. (3.1.13)

We show this by contradiction. If the condition (3.1.13) does not hold, then there
is r > 0 such that

lim
n→∞

sup
x∈Rd

‖un‖L2(Qr(x)) = 0.

By Lemma I.1 in Lions [134], limn→∞ ‖un‖L4
per(T

d
n) = 0. On the other hand, this

contradicts the fact that φn ∈ H1
per(T

d
n) is a critical point of Eω(u) with J(φn) =

‖un‖4L4
per(T

d
n) = J0 for a fixed J0 > 0.

Thanks to the condition (3.1.13), there exists a sequence of integer vectors bn ∈
Z
d such that the sequence of cubes Qr(xn − 2πbn) is confined in a bounded region

and φ̃n(x) := φn(x−2πbn) is a critical point of Eω(u) so that the norms ‖φ̃n‖H1
per

are
bounded and nonzero. Passing to a subsequence, it follows that {φ̃n}n∈N converges
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weakly in H1
loc(R

d) to a function φ ∈ H1(Rd). By the compactness of the Sobolev
embedding, we have φ̃n → φ strongly in L4

loc(R
d). As a result, we have

∀w ∈ H1(Rd) :
∫
Rd

(
∇φ · ∇w̄ + V φw̄ − ωφw̄ − |φ|2φw̄

)
dx

= lim
n→∞

∫
Rd

(
∇φ̃n · ∇w̄ + V φ̃nw̄ − ωφ̃nw̄ − |φ̃n|2φ̃nw̄

)
dx = 0.

Therefore, φ ∈ H1(Rd) is a weak nonzero solution of equation (3.1.2).

Lemma 3.4 concludes the proof of Theorem 3.2.

Exercise 3.1 Use a constrained minimization of a discrete quadratic functional
and prove existence of a localized mode φ ∈ l2(Zd) of the stationary DNLS equation
(3.1.6) for any ω < 0, σ = −1, and d ≥ 1.

Exercise 3.2 Use a constrained maximization of a discrete quadratic functional
and prove existence of a localized mode φ ∈ l2(Zd) of the stationary DNLS equation
(3.1.6) for any ω > 4d, σ = +1, and d ≥ 1.

3.1.2 Critical points of a functional with mountain pass geometry

Lemma 3.3 shows that a minimizer ψ of the constrained variational problem (3.1.8)
gives uniquely a critical point φ of the energy functional Eω(u), which is nonzero
if J0 > 0. This observation is important in the alternative proof of Theorem 3.2
from the existence of a critical point φ of the energy functional Eω(u) in H1(Rd)
for ω < inf σ(L). Let us write the corresponding functional again:

Eω(u) =
∫
Rd

(
|∇u|2 + V |u|2 − ω|u|2 − 1

2
|u|4
)
dx. (3.1.14)

We recall that if 1 ≤ d ≤ 3, V ∈ L∞(Rd), and ‖u‖H1 < ∞, then |Eω(u)| < ∞
thanks to the Gagliardo–Nirenberg inequality (3.1.4). Since all terms are powers,
Eω(u) is a C∞ map from H1(Rd) to R.

Because of the negative sign in front of the quartic term, the functional Eω(u) is
unbounded from below. Therefore, no global minimizer of Eω(u) exists in H1(Rd).

Nevertheless, φ = 0 is a local minimizer of Eω(u) because Eω(0) = 0, ∇ūEω(0) =
0, and the quadratic part of Eω(u) is positive definite for any ω < inf σ(L). This
fact suggests that we can look for a nonzero critical point φ ∈ H1(Rd) of Eω(u). We
shall prove that the functional Eω(u) has the mountain pass geometry in H1(Rd)
and satisfies the Palais–Smale compactness condition. These conditions enable us
to use the Mountain Pass Theorem (Appendix B.8).

Again, the lack of compactness is an obstacle on the Palais–Smale condition
in the unbounded domain. Similarly to Section 3.1.1, we shall first consider an
approximation of the critical point of Eω(u) in the periodic domain with the period
2πn, where n ∈ N. Then, we shall prove that the non-trivial critical point of Eω(u)
persists in the limit n→∞.

Lemma 3.5 Fix ω < inf σ(L). The functional Eω(u) given by (3.1.14) satisfies
conditions of the mountain pass geometry in H1(Rd).
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Proof Let us start with the three conditions of the mountain pass geometry in
Definition B.4 (Appendix B.8).

(i) From (3.1.14), it follows that Eω(0) = 0.
(ii) Using bounds (3.1.9) and (3.1.4), we find that for any ω < inf σ(L), there

exist positive constants C1 and C2 such that

Eω(u) ≥ C1‖u‖2H1 − C2‖u‖4H1 .

For any u ∈ H1(Rd) with ‖u‖H1 = r < (C1/C2)
1/2, there is a > 0 such that

Eω(u) ≥ a.
(iii) Let v = tu0 with t > 0 and u0 ∈ H1(Rd) such that ‖u0‖H1 = 1. Then, we

have

Eω(v) = t2
(
‖L1/2u0‖2L2 − ω‖u0‖2L2

)
− 1

2
t4‖u0‖4L4 ≤ C3t

2 − 1
2
t4‖u0‖4L4 .

If t ≥
(
2C3/‖u0‖4L4

)1/2, then Eω(v) ≤ 0. It is always possible to choose
u0 ∈ H1(Rd) such that ‖u0‖H1 = 1 and

t2 ≥ 2C3

‖u0‖4L4

≥ C1

C2
> r2,

so that condition (iii) is satisfied.

Lemma 3.6 Fix ω < inf σ(L). Let T
d
n be the cube in R

d of the edge length 2πn
for a fixed n ∈ N, centered at the origin. The functional Eω(u) given by (3.1.14)
satisfies the Palais–Smale compactness condition in H1

per(T
d
n).

Proof We shall now verify that Eω(u) satisfies the Palais–Smale condition in Def-
inition B.5 (Appendix B.8).

We consider a sequence {uk}k≥1 ∈ H1
per(T

d
n) and assume properties (a) and (b) of

the Palais–Smale condition. Therefore, we assume that there are positive constants
M and ε such that

(a) |Eω(uk)| ≤M

and for any w ∈ H1
per(T

d
n),

(b)

∣∣∣∣∣
∫
Td
n

(
∇uk · ∇w̄ + V (x)ukw̄ − ωukw̄ − |uk|2ukw̄

)
dx

∣∣∣∣∣ ≤ ε‖w‖H1 .

Moreover, ε > 0 is small and∣∣I(uk)− ‖uk‖4L4

∣∣→ 0 as k →∞, (3.1.15)

where I(u) := ‖L1/2u‖2L2 − ω‖u‖2L2 .
We need to show that the sequence is bounded in H1

per(T
d
n). Choosing w = uk in

condition (b), we have ∣∣I(uk)− ‖uk‖4L4

∣∣ ≤ ε‖uk‖H1 .

Using now condition (a), we have

M +
1
2
ε‖uk‖H1 ≥ Eω(uk)−

1
2
I(uk) +

1
2
‖uk‖4L4 =

1
2
I(uk) ≥

1
2
C1‖uk‖2H1 .
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As a result, there is a positive constant C(M, ε) such that ‖uk‖H1 ≤ C(M, ε) for any
k ≥ 1. By the Weak Convergence Theorem (Appendix B.14), there is a subsequence
{ukj
}j≥1 ⊂ {uk}k≥1 and an element u ∈ H1

per(T
d
n) such that ukj

⇀ u as j →∞ in
H1

per(T
d
n).

Since H1
per(T

d
n) is compactly embedded into L4

per(T
d
n), we have ukj

→ u as j →∞
in L4

per(T
d
n). From strong convergence in L4

per(T
d
n), we have ‖ukj

‖4L4 → ‖u‖4L4 as
j →∞. Using condition (3.1.15), we infer that

I(ukj
)→ I(u) as j →∞.

Thanks to the equivalence of I(u) to ‖u‖2H1 , the subsequence {ukj
}j≥1 converges

strongly to u in H1
per(T

d
n). The sequence {uk}k≥1 satisfying conditions (a) and (b)

has hence a convergent subsequence in H1
per(T

d
n).

By the Mountain Pass Theorem (Appendix B.8), there is a critical point of the
functional Eω(u) in H1

per(T
d
n). Repeating the same arguments as in Section 3.1.1,

we obtain that the critical point persists in the limit n → ∞ and it recovers the
critical point of Eω(u) in H1(Rd). These facts conclude the alternative proof of
Theorem 3.2.

Exercise 3.3 Prove existence of a localized mode φ ∈ l2(Zd) of the stationary
DNLS equation (3.1.6) for any ω < 0, σ = −1, and d ≥ 1 using the critical point
theory for a discrete energy functional.

Exercise 3.4 Similarly to Exercise 3.3, prove existence of a localized mode φ ∈
l2(Zd) of the stationary DNLS equation (3.1.6) for any ω > 4d, σ = +1, and d ≥ 1.

Let φ be a weak solution of the stationary Gross–Pitaevskii equation (3.1.2). If
we take w = φ̄, we obtain

I(φ) = ‖L1/2φ‖2L2 − ω‖φ‖2L2 = ‖φ‖4L4 = J(φ).

This recovers the result of Lemma 3.3,

Eω(φ) = H(φ)− ωQ(φ) = I(φ)− 1
2
J(φ) =

1
2
‖φ‖4L4 > 0, (3.1.16)

and shows that if Eω(u) has the mountain pass geometry and 0 is a local minimizer
of Eω(u) with Eω(0) = 0, then the nonzero critical point φ of Eω(u) can be either
another local minimum or a saddle point or a local maximum of Eω(φ).

3.1.3 Approximations for localized modes

A different method of finding nonzero critical points of Eω(u), called the concen-
tration compactness principle, is based on another constrained variational problem:

find min
u∈H1

E(u) such that Q(u) = Q0 (3.1.17)

for a fixed Q0 > 0. Since E(0) = 0, a nonzero minimizer φ of E(u) for any Q0 > 0
is supposed to have E(φ) < 0. It is proved by Lions [134] under some technical
conditions that if E(u) is bounded from below under the constraint Q(u) = Q0 and
there is at least one v ∈ H1(Rd) such that E(v) < 0, then the minimum of the
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constrained variational problem is achieved at φ with E(φ) < 0. The existence of
a minimizer is related to stability of φ with respect to the gradient flow (Section
3.4.2), and with respect to the time evolution in the Gross–Pitaevskii equation
(Section 4.4.2).

Exercise 3.5 Let V (x) ≡ 0. Using the Gagliardo–Nirenberg inequality (3.1.4),
prove that E(u) is bounded from below under the constraint Q(u) = Q0 for d = 1
and for d = 2 and sufficiently small Q0.

Remark 3.2 If V (x) ≡ 0, no bounds from below exist on E(u) under the con-
straint Q(u) = Q0 for d = 2 and sufficiently large Q0 and for d = 3. As a result,
no solutions φ ∈ H1(Rd) of the constrained minimization problem (3.1.17) exist
in these cases. At the same time, the critical points of Eω(u) always exist for any
ω < inf σ(L) = 0 using the approach based on the mountain pass geometry.

In the discrete setting, Weinstein [212] showed that the minimizers of the discrete
energy E(u) under fixed discrete power Q(u) always exist for the stationary DNLS
equation (3.1.6) with σ = −1 but Q0 must exceed a nonzero excitation threshold
for d = 2 or d = 3 (no excitation threshold exists for d = 1).

Similar results hold for the stationary Gross–Pitaevskii equation (3.1.1) with a
nonzero periodic V (x). Numerical computations of Ilan & Weinstein [90] for d = 2
show that there exists a minimizer of E(u) under fixed power Q(u) in the semi-
infinite gap of σ(L) for large negative values of ω. No problems with existence of
global minimizers in the constrained variational problem (3.1.17) arise for d = 1.

Figure 3.1 shows numerical approximations of localized modes in the semi-infinite
and finite band gaps for d = 1, σ = −1, and V (x) = sin2(x/2). Figure 3.2 gives sim-
ilar results for σ = 1. These numerical approximations are obtained by Pelinovsky
et al. [161] using a shooting method.

Figures 3.1 and 3.2 illustrate that localized modes exist in each finite band gap,
according to Theorem 3.3, for both σ = −1 and σ = 1. The difference between
these two cases is the bifurcation of localized modes with small values of power
Q(φ). This bifurcation occurs from the lower band edges of each spectral band for
σ = −1 and from the upper band edges for σ = 1. (Note that ω = μ and the
horizontal axes of Figures 3.1 and 3.2 are drawn for −μ.) Similarly, localized modes
in the semi-infinite gap exist only for σ = −1, according to Theorems 3.1 and
3.2. Note also that two distinct branches of localized modes exist in each gap. The
multiplicity of branches is not captured by the results of the variational theory.

We shall now discuss the correspondence between the branches of localized modes
in Figures 3.1 and 3.2 and the results of the asymptotic approximations from
Chapter 2.

In the defocusing case σ = 1, Theorem 2.4 (Section 2.3.2) establishes the corre-
spondence between the localized mode of the stationary Gross–Pitaevskii equation
(2.3.22) near each band edge with E′′

n(k0) < 0 (the band edge of the nth spec-
tral band at the point k = k0 is a local maximum) and the localized mode of
the stationary NLS equation (2.3.20). This corresponds to bifurcation of localized
modes above the nth spectral band. For the focusing case σ = −1, the conclusion is
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Figure 3.1 Numerical approximations of localized modes for σ = −1. Reproduced
from [161].
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Figure 3.2 Numerical approximations of localized modes for σ = 1. Reproduced
from [161].
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the opposite: the localized mode exists near each band edge with E′′
n(k0) > 0, that

is, below the nth spectral band. In particular, it exists in the semi-infinite gap.
Theorem 2.2 (Section 2.2.2) gives more precise information about stationary so-

lutions of the Gross–Pitaevskii equation (2.2.21) compared to Theorem 3.3. In par-
ticular, analytical approximation of the localized mode is given by the exponentially
decaying functions (2.2.22), which shows that the localized modes reside everywhere
in the finite spectral gap. One band edge becomes the small-amplitude limit of the
localized mode and the other band edge is the finite-amplitude limit of the alge-
braically decaying soliton. The asymptotic correspondence of Theorem 2.2 is only
justified in the limit ‖V ‖L∞ → 0 but the same pattern holds in Figures 3.1 and 3.2.

Similarly, Theorem 2.6 (Section 2.4.2) recovers the existence of the localized mode
in the stationary Gross–Pitaevskii equation (2.4.16) from the localized mode of the
stationary DNLS equation (2.4.15). Additionally, localized modes in the stationary
DNLS equation (2.4.15) can be supported at different lattice nodes, which corre-
spond to multi-pulse localized modes of the stationary Gross–Pitaevskii equation
(2.4.16) supported in different wells of the periodic potential V . The asymptotic
correspondence of Theorem 2.6 is justified in the limit ‖V ‖L∞ →∞.

3.2 Lyapunov–Schmidt reductions

Variational methods (Section 3.1) allow us to predict existence of localized modes
φ of the stationary Gross–Pitaevskii equation with a periodic potential in spectral
gaps of the Schrödinger operator L = −∇2 +V (x). However, these methods lack in-
formation about multiplicity of solution branches, dependence of their Hamiltonian
H(φ) and power Q(φ) versus parameter ω, and analytical approximations. To study
localized modes in more detail, we shall now apply local bifurcation methods and
consider strong solutions of the stationary Gross–Pitaevskii equation in the sense of
Definition 3.1. In comparison with topological arguments of the variational theory,
the local bifurcation methods rely on the analytical technique, which is generally
referred to as the Lyapunov–Schmidt reduction method.

The algorithm of Lyapunov–Schmidt reductions has been applied to many bifur-
cation problems and is described in several texts [56, 71, 93]. In an abstract setting,
it is used to trace roots of a nonlinear operator function F (x, ε) : X × R → Y ,
where X and Y are Banach spaces and ε ∈ R is a small parameter. The value ε = 0
is considered to be a bifurcation point.

Let us assume that:

• F (x, ε) is C2 in x and ε;
• there is a root x0 ∈ X of F (x, 0) = 0;
• the Jacobian operator J = DxF (x0, 0) : X → Y has a finite-dimensional kernel

and the rest of its spectrum is bounded away from zero.

To simplify the formalism, let us assume that Ker(J) = span{ψ0} ⊂ X is one-
dimensional, X ⊂ Y = L2, and J is a self-adjoint operator in L2. For strong
solutions of the stationary Gross–Pitaevskii equation (3.1.1), we have X = H2(Rd)
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and Y = L2(Rd), whereas ε is related to the distance of parameter ω from a
particular bifurcation point ω0, for which J is not invertible in L2(Rd). The method
of Lyapunov–Schmidt reductions consists of three steps.

Step 1: Decomposition. Let P : L2 → Ker(J) ⊂ L2 be the orthogonal pro-
jection operator and Q = Id − P be the projection operator to the orthogonal
complement of Ker(J). If we normalize ‖ψ0‖L2 = 1, then

∀f ∈ X : P (f) = 〈ψ0, f〉L2ψ0, Q(f) = f − 〈ψ0, f〉L2ψ0.

Let us decompose the solution of the root finding problem F (x, ε) = 0 to the sum
of three terms

∀x ∈ X : x = x0 + aψ0 + y,

where y ∈ [Ker(J)]⊥, that is, 〈ψ0, y〉L2 = 0. With the decomposition of the solution,
we can also expand the C2 function F (x, ε) near x = x0 and ε = 0:

F (x, ε) = F (x0, 0) + J(aψ0 + y) + ε∂εF (x0, 0) + N(aψ0 + y, ε)

= Jy + ε∂εF (x0, 0) + N(aψ0 + y, ε),

where ‖N(aψ0 + y, ε)‖L2 = O(‖aψ0 + y‖2X + ε2) as a, ε, ‖y‖X → 0. Using the
same projection operators, the root finding problem is now decomposed into two
equations for a ∈ R and y ∈ X as follows:

QJQy + εQ∂εF (x0, 0) + QN(aψ0 + y, ε) = 0, (3.2.1)

〈ψ0, Jy + ε∂εF (x0, 0) + N(aψ0 + y, ε)〉L2 = 0. (3.2.2)

Step 2: Solution of the non-singular equation. When we deal with the first
equation (3.2.1), we quickly realize that the linear operator QJQ no longer has a
non-trivial kernel in X, whereas the other terms of the equation are linear in ε and
quadratic in (a, y) ∈ R×X. If a = 0 and ε = 0, there exists a trivial solution y = 0
of equation (3.2.1) since x = x0 satisfies F (x, 0) = 0. By the Implicit Function
Theorem (Appendix B.7), the zero solution is uniquely continued for nonzero but
small values of (a, ε) ∈ R

2, so that there exists a unique solution y = Y (a, ε) : R
2 →

X of equation (3.2.1) for small (a, ε) ∈ R
2. The map R

2 � (a, ε) �→ y ∈ X is C2 and

Y (a, ε) = εy1 + Ỹ (a, ε), y1 = −QJ−1Q∂εF (x0, 0) ∈ X,

where ‖Ỹ (a, ε)‖X = O(a2 + ε2) as a, ε→ 0.

Step 3: Solution of the bifurcation equation. We can now eliminate the
component y ∈ X in the second equation (3.2.2) using the map y = Y (a, ε) con-
structed in Step 2. Since J is self-adjoint and Jψ0 = 0, we realize that the second
equation (3.2.2) can be written as the root finding problem for a scalar function of
two variables

f(a, ε) := ε〈ψ0, ∂εF (x0, 0)〉L2 + 〈ψ0, N(aψ0 + Y (a, ε), ε)〉L2 = 0,

where f(a, ε) : R
2 → R is a C2 function in variables (a, ε). In a generic case, it is

expanded to the first nonzero powers as follows:

f(a, ε) = εα1 + a2α2 + f̃(a, ε),
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where

α1 = 〈ψ0, ∂εF (x0, 0)〉L2 , α2 =
1
2
〈ψ0, ∂

2
y2N(0, 0)ψ2

0〉L2 ,

and |f̃(a, ε)| = O(|a|3 + ε2) as a, ε→ 0. If (α1, α2) �= (0, 0), roots of f(a, ε) = 0 near
(a, ε) = (0, 0) are found immediately from the leading-order terms of f(a, ε),

ε = −α2

α1
a2 +O(a3) as a→ 0.

There exists no root a of f(a, ε) = 0 for one sign of ε, exactly one zero root
a = 0 for ε = 0, and exactly two nonzero roots a = a±(ε) for the opposite sign
of ε, so that |a±(ε)| = O(ε1/2). This scenario corresponds to the fold bifurcation
(also known as tangent or saddle-node bifurcations) when two branches of solutions
merge together and disappear in parameter continuation.

We summarize that the orthogonal projections and the Implicit Function Theo-
rem allow us to reduce the root finding problem on a Banach space X to a bifurca-
tion problem on a finite-dimensional subspace of the kernel of J , which is studied
with the power expansions of nonlinear functions.

Fold bifurcations occur less often when we deal with the stationary Gross–
Pitaevskii equation which has gauge invariance: given a solution φ ∈ H2(Rd), there
is a continuous family of solutions eiθφ ∈ H2(Rd) for any θ ∈ R. For such problems,
pitchfork (symmetry-breaking) bifurcations occur more often.

We will apply the general algorithm of the Lyapunov–Schmidt reduction
method to five particular examples of bifurcations of localized modes in the
context of the stationary Gross–Pitaevskii equation: small-amplitude localized
modes (Section 3.2.1), broad localized modes (Section 3.2.2), narrow localized modes
(Section 3.2.3), multi-pulse localized modes (Section 3.2.4), and localized modes in
the anticontinuum limit (Section 3.2.5).

These five examples have broader applicability than just the existence of local-
ized modes in periodic potentials. The readers may develop similar algorithms for
stationary localized and periodic solutions in other nonlinear evolution equations.

For all examples except for the last one, we will be dealing with the one-
dimensional version of the stationary Gross–Pitaevskii equation (3.1.1). This gives
a good simplification of the nonlinear operator function F (x, ε) since it is sufficient
to consider strong real-valued solutions of the second-order ordinary differential
equation,

−φ′′(x) + V (x)φ(x) + σφ3(x) = ωφ(x), x ∈ R. (3.2.3)

The following lemma justifies this simplification.

Lemma 3.7 Let d = 1 and φ ∈ H2(R) be a strong solution of the stationary
Gross–Pitaevskii equation (3.1.1). There is θ ∈ R such that eiθφ : R→ R.

Proof Multiplying equation (3.1.1) by φ̄ and subtracting a complex conjugate
equation, we obtain for d = 1,

−φ̄(x)φ′′(x) + φ̄′′(x)φ(x) =
d

dx

(
φ̄(x)φ′(x)− φ̄′(x)φ(x)

)
= 0, x ∈ R.
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By Sobolev’s embedding of H2(R) to C1(R) (Appendix B.10), both φ(x) and φ′(x)
are continuous and decay to zero at infinity, so that

φ̄(x)φ′(x)− φ̄′(x)φ(x) = 0, x ∈ R.

Since both φ(x) and φ′(x) may not vanish at the same point x ∈ R, there are
x1, x2 ∈ R such that

d

dx
log

φ(x)
φ̄(x)

= 0 ⇒ arg(φ(x)) = θ, x ∈ (x1, x2),

where θ is constant in x. Using the gauge transformation φ(x) �→ φ(x)eiθ, θ ∈ R

for solutions of the stationary equation (3.1.1), we can set θ = 0 without loss of
generality. Then, continuity of φ′(x) implies that

Imφ(x) = Imφ′(x) = 0, x ∈ (x1, x2).

In this case, it follows from equation (3.1.1) that Imφ′′(x) = 0 for all x ∈ (x1, x2)
and the trivial solution Imφ(x) = 0 is extended globally for all x ∈ R.

Note that if d = 2 or d = 3, complex-valued localized modes of the stationary
Gross–Pitaevskii equation (3.1.1) also exist. Such solutions have non-trivial phase
dependence across a contour enclosing their centers although they still decay to
zero at infinity. These localized modes are often referred to as vortices. Vortices are
only included in the last example of the stationary DNLS equation (Section 3.2.5).

3.2.1 Small-amplitude localized modes

Let us start with the simplest Lyapunov–Schmidt reduction for small-amplitude so-
lutions of the stationary Gross–Pitaevskii equation (3.2.3). A 2π-periodic potential
V (x) can be represented in many cases by a periodic sequence of identical potentials
V0(x) in the form

V (x) =
∑
n∈Z

V0(x− 2πn), x ∈ R,

where V0(x) decay to zero as |x| → ∞ exponentially fast.
The infinite sequence of identical potentials lies actually beyond the applicability

of the method of Lyapunov–Schmidt reductions because the kernel of the linear
operator L = −∂2

x+V (x) becomes infinite-dimensional. Therefore, we shall only deal
with the bifurcation of small-amplitude localized modes supported by the potential
V0(x).

Using similar techniques but much lengthy computation, one can work with
the sum of two identical potentials V0(x) + V0(x − 2π), three identical potentials
V0(x− 2π) + V0(x) + V0(x + 2π), and then with N identical potentials, ultimately
approaching to the limit of large N . This program was undertaken in the works
of Kapitula et al. for a potential with two wells [103], three wells [104], and N

wells [106]. Nevertheless, the limit to infinitely many wells is singular as it appears
beyond the Lyapunov–Schmidt reduction method.
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We hence consider strong solutions of the stationary Gross–Pitaevskii equation

−φ′′(x) + V0(x)φ(x) + σφ3(x) = ωφ(x), x ∈ R. (3.2.4)

Thanks to the exponentially fast decay of V0(x) to zero as |x| → ∞, we shall assume
that there is a single eigenvalue ω0 < 0 of the Schrödinger operator L0 = −∂2

x+V0(x)
with the corresponding L2-normalized eigenfunction φ0 (Section 4.1).

Let us rewrite the stationary problem (3.2.4) as the root finding problem for the
operator function F (φ, ω) : H2(R)× R→ L2(R) in the form

F (φ, ω) = (−∂2
x + V0 − ω)φ + σφ3. (3.2.5)

We will show that a nonzero localized mode φ of the stationary equation (3.2.4)
bifurcates from the zero solution φ = 0 in the direction of φ0 for ω near ω0.

Theorem 3.4 Let ω0 < 0 be the smallest eigenvalue of L0 = −∂2
x + V0(x). There

exist ε > 0 and C > 0 such that the stationary equation (3.2.4) for each ω ∈ I has
a unique nonzero solution φ ∈ H2(R) satisfying

‖φ‖H2 ≤ C|ω − ω0|1/2,

where I = (ω0 − ε, ω0) for σ = −1 and I = (ω0, ω0 + ε) for σ = +1. Moreover, the
map I � ω �→ φ ∈ H2(R) is C1.

Proof The operator function F (φ, ω) : H2(R) × R → L2(R) is analytic in both φ

and ω. The Fréchet derivative of F (φ, ω) with respect to φ ∈ H2(R) at φ = 0 ∈
H2(R) is

DφF (0, ω) = L0 − ω.

Let φ0 be the L2-normalized eigenfunction of L0 corresponding to the eigenvalue
ω0 < 0. Then, DφF (0, ω0) is a Fredholm operator of index zero with Ker(L0−ω0) =
span{φ0} and Ran(L0 − ω0) = [Ker(L0 − ω0)]

⊥ (Appendix B.4). Let P be the
orthogonal projection operator from L2(R) to Ker(L0−ω0) ⊂ L2(R) and Q = Id−P .
Then, we represent φ = aφ0 + ψ, where

∀φ ∈ H2(R) : a = 〈φ0, φ〉L2 and ψ = Qφ = φ− 〈φ0, φ〉L2φ0.

The root finding equation F (φ, ω) = 0 is equivalent to the following system:

QF (aφ0 + ψ, ω) = 0, PF (aφ0 + ψ, ω) = 0.

The first equation of the system can be written explicitly as

Q(L− ω)Qψ + σQ(aφ0 + ψ)3 = 0. (3.2.6)

By the Implicit Function Theorem (Appendix B.7), there is a unique solution ψ =
ψ0(a, ω) ∈ H2(R) of equation (3.2.6) for any small a ∈ R and ω − ω0 ∈ R. From
the same Implicit Function Theorem, the map

R× R � (a, ω) �→ ψ ∈ H2(R)

is at least C3 and there is C > 0 such that ‖ψ‖H2 ≤ C|a|3. Substituting

ψ = a3ψ̃(a, ω), ‖ψ̃(a, ω)‖H2 ≤ C, (3.2.7)
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into the equation PF (aφ0 + ψ, ω) = 0, we obtain a scalar equation in the real
variables a and ω − ω0, which can be written in the form

(ω0 − ω) + σa2〈φ0, (φ0 + a2ψ̃(a, ω))3〉L2 = 0. (3.2.8)

Thanks to bound (3.2.7), there is a unique root ω = ω0 of equation (3.2.8) for
a = 0. By the scalar version of the Implicit Function Theorem, the root is uniquely
continued to (at least) the C4 function ω = ω̃(a), which satisfies the expansion

ω̃(a) = ω0 + σa2‖φ0‖4L4 +O(a4) as a→ 0.

As a result, ω > ω0 for σ = +1 and ω < ω0 for σ = −1 with |a| = O(|ω − ω0|1/2)
as ω → ω0.

Remark 3.3 Since F (φ, ω) is analytic with respect to φ and ω, the map I � ω �→
φ ∈ H2(R) is actually analytic.

Exercise 3.6 Consider the Jacobian operator along the solution (ω, φ) of Theorem
3.4,

L+ = DφF (φ, ω) = −∂2
x + V0(x)− ω + 3σφ2(x)

and prove that L+ is invertible for all ω ∈ I and has exactly one negative eigenvalue
for σ = −1 and no negative eigenvalues for σ = 1.

Remark 3.4 The result of Exercise 3.6 implies that the localized mode φ is stable
in the time evolution of the Gross–Pitaevskii equation for ω ∈ I for both σ = +1
and σ = −1 (Section 4.3).

Exercise 3.7 Assume that the operator L = −∂2
x + V0(x) has two negative

eigenvalues ω0 < ω1 < 0 and prove that there exists a local bifurcation of a localized
mode of the stationary equation (3.2.4) for ω near ω1. Furthermore, prove that L+

has two negative eigenvalues for σ = −1 and one negative eigenvalue for σ = +1
for ω near ω1.

If a localized potential V0 is replaced by a 2π-periodic potential V (x) and ω0 is
the band edge of a spectral band of L = −∂2

x + V (x), then Theorem 3.4 is not
applicable because φ0 /∈ H2(R) (Section 2.1.2). However, the interval I suggests
heuristically that bifurcation of small-amplitude localized modes can be expected
in the domain ω < ω0 if σ = −1 and in the domain ω > ω0 if σ = +1 provided that
the domain is not occupied by the spectral band of operator L. This is exactly the
conclusion that we can draw from the reduction of the stationary Gross–Pitaevskii
equation with a periodic potential to the nonlinear Schrödinger equation (Section
2.3.2). Therefore, we can use the NLS equation to describe bifurcation of localized
modes from the band edge of a spectral band of L = −∂2

x + V (x).

3.2.2 Broad localized modes

Fix n0 ∈ N and a band edge ω0 = En0(k0) of the particular n0th spectral band of
L = −∂2

x + V (x) with either k0 = 0 or k0 = 1
2 . Recall that the Gross–Pitaevskii
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equation,

iut = −uxx + V (x)u + σ|u|2u,

can be reduced with the asymptotic multi-scale expansion,

u(x, t) = ε1/2
(
a(X,T )u0(x) +OL∞(ε1/2)

)
e−iω0t, X = ε1/2x, T = εt,

to the NLS equation,

iaT = αaXX + σβ|a|2a, (3.2.9)

where u0 = un0(·; k0) ∈ L2
per([0, 2π]), α = − 1

2E
′′
n0

(k0), and β = ‖u0‖4L4
per

> 0
(Section 2.3.1).

There exists an exact localized mode of the NLS equation (3.2.9) if σ = sign(α)
in the form

a(X,T ) = A(X −X0)e−iΩT ,

where X0 ∈ R is arbitrary, Ω ∈ R satisfies sign(Ω) = σ, and A(X) is given by

A(X) = A0 sech(KX), A0 =
(

2Ω
σβ

)1/2

, K =
(

Ω
α

)1/2

. (3.2.10)

If σ = −1, the localized mode (3.2.10) exists for E′′
n0

(k0) > 0 and Ω < 0. In
other words, the n0th spectral band is located to the right of point ω0 whereas the
localized mode with ω = ω0 + εΩ < ω0 exists to the left of point ω0. If σ = 1,
the conclusion is the opposite. This property of bifurcations of localized modes is
supported by numerical results of Figures 3.1 and 3.2.

Theorem 2.4 (Section 2.3.2) gives the persistence of the localized mode (3.2.10)
as the asymptotic solution,

φ(x) = ε1/2
(
A(ε1/2(x− x0))u0(x) +OL∞(ε1/3)

)
, (3.2.11)

of the stationary Gross–Pitaevskii equation with ω = ω0 + εΩ,

−φ′′(x) + V (x)φ(x) + σφ3(x) = ωφ(x), x ∈ R, (3.2.12)

under the condition that V (x) is symmetric about x = 0 and x0 = 0. If V (x) has
two points of symmetry such as x = 0 and x = π, the same theorem guarantees
existence of two different branches of localized modes with centers of symmetries
at either x = 0 or x = π. Here we show that the existence of exactly two localized
modes on the fundamental period of V (x) is a general situation when we are dealing
with periodic potentials.

Because of the translational invariance of the continuous NLS equation (3.2.9),
the localized mode (3.2.10) can be centered at any X0 = ε1/2x0 ∈ R. However, this
parameter determines the center of the localized mode φ(x) relative to the center
of the Bloch function u0(x) and, therefore, with respect to the potential V (x).
As a result, parameter X0 cannot be arbitrary but must be determined from a
bifurcation equation in the third step of the Lyapunov–Schmidt reduction method.
Unfortunately, this happens beyond all powers of the asymptotic expansion (3.2.11).
At this point, we apply formal computations developed by Pelinovsky et al. [161].

First, we note the following lemma.
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Lemma 3.8 Let φ ∈ H2(R) be a strong solution of the stationary Gross–Pitaevskii
equation (3.2.12) and V ∈ C1(R). Then,∫

R

V ′(x)φ2(x)dx = 0. (3.2.13)

Proof Equation (3.2.12) is a spatial Hamiltonian system, which is related to the
Hamiltonian function

H(φ, φ′, x) = −
(
dφ

dx

)2

+ (V − ω)φ2 +
1
2
σφ4.

The spatial Hamiltonian system is not autonomous in x ∈ R. The change of
H(φ, φ′, x) at the trajectory (φ, φ′) is computed from

lim
x→∞

H(φ, φ′, x)− lim
x→−∞

H(φ, φ′, x) =
∫
R

dH

dx
dx =

∫
R

V ′(x)φ2(x)dx.

For any strong solution φ ∈ H2(R), both φ(x) and φ′(x) decay to zero as |x| → ∞,
which gives limx→±∞ H(φ, φ′, x) = 0 and the constraint (3.2.13).

Exercise 3.8 Let u0 ∈ L2
per([0, 2π]) be a solution of the equation

−u′′
0(x) + V (x)u0(x) = ω0u0(x), x ∈ R.

Prove that

C0 :=
1
2π

∫ 2π

0

V ′(x)u2
0(x)dx = 0.

Substitution of the leading order of the asymptotic solution (3.2.11) into the
constraint (3.2.13) gives the scalar function

f(x0, ε) = ε

∫
R

V ′(x)A2(ε1/2(x− x0))u2
0(x)dx. (3.2.14)

The presence of the small parameter ε for the broad localized mode φ allows us to
simplify computations of f(x0, ε) at the leading order, which becomes exponentially
small with respect to ε. This computation is summarized in the following lemma.

Lemma 3.9 Let

C1 :=
1
2π

∫ 2π

0

V ′(x)u2
0(x)e−ixdx �= 0.

There exist exactly two simple roots of f(x0, ε) = 0 for x0 ∈ [0, 2π) and sufficiently
small ε > 0.

Proof We shall prove that f(x0, ε) is exponentially small with respect to ε and
compute the leading order of f(x0, ε). Let us use the Fourier series for V ′u2

0 ∈
L2

per([0, 2π]) given by

V ′(x)u2
0(x) =

∑
n∈Z

Cne
inx
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and the Fourier transform for A2 ∈ L2(R) given by

Â2(p) =
∫
R

A2(X)eipXdX.

Function f(x0, ε) is rewritten in the form

f(x0, ε) = ε
∑
n∈Z

Cn

∫
R

A2(ε1/2(x− x0))einxdx

= ε1/2
∑
n∈Z

CnÂ2(nε−1/2)einx0 . (3.2.15)

It follows from the analyticity of A2(X) in X that Â2(p) decays to zero exponen-
tially fast as |p| → ∞. Therefore, series (3.2.15) is hierarchic in the sense that the
higher-order terms with larger values of |n| are exponentially smaller compared to
the lower-order terms with smaller values of |n| as ε → 0. From Exercise 3.8, the
zero-order term is absent since

C0 =
1
2π

∫ 2π

0

V ′(x)u2
0(x)dx = 0.

Therefore, the leading order of series (3.2.15) becomes

f(x0, ε) = 2ε1/2|C1|Â2(ε−1/2) cos (x0 + arg(C1)) + . . . .

Assuming that C1 �= 0, the leading order of f(x0, ε) has precisely two simple roots
for x0 ∈ [0, 2π). Persistence of simple roots of f(x0, ε) = 0 for sufficiently small
ε > 0 is proved using the Implicit Function Theorem.

If V (x) is symmetric about the points x = 0 and x = π, then ψ2
0(x) is also

symmetric about these points and C1 ∈ iR. In this case, the two roots of f(x0, ε)
occur at the extremal points of V (x), that is, for x0 = 0 and x0 = π, in full
correspondence to the result of Theorem 2.4.

The limit of broad localized modes is simultaneously the limit of small powers
Q(φ) = ‖φ‖2L2 . If we substitute the leading order of the asymptotic expansion
(3.2.11) with x0 = 0 and perform computations similar to the proof of Lemma 3.9,
we obtain the leading order of Q(φ),

ε

∫
R

A2(ε1/2x)u2
0(x)dx = ε1/2

∑
n∈Z

DnÂ2(nε−1/2) = ε1/2
(
D0Â2(0) + . . .

)
,

where {Dn}n∈Z are coefficients of the Fourier series for u2
0 ∈ L2

per([0, 2π]) and the
remainder terms are exponentially small with respect to ε. Since

D0 =
1
2π

∫ 2π

0

u2
0(x)dx > 0,

we can see that

Q(φ) = O(ε1/2) = O(|ω − ω0|1/2).

There are several distinctive differences between bifurcations of broad localized
modes considered here and bifurcations of small-amplitude localized modes con-
sidered in Section 3.2.1. First, the bifurcation point ω0 is not isolated from the
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spectrum of the Schrödinger operator L = −∂2
x + V (x). Second, two distinctive

branches may bifurcate from the point ω0 here, compared to one branch in Section
3.2.1. Third, Q(φ) = O(|ω−ω0|1/2) as ω → ω0 here, compared to Q(φ) = O(|ω−ω0|)
in Section 3.2.1.

Exercise 3.9 Consider the Schrödinger operator

L+ = −∂2
x + V (x)− ω + 3σφ2(x), ω < inf σ(−∂2

x + V ),

and compute 〈L+A
′u0, A

′u0〉L2 in terms of ∂x0f(x0, ε). Prove, for σ = −1, that
the operator L+ has one negative eigenvalue if ∂x0f(x0, ε) > 0 and two negative
eigenvalues if ∂x0f(x0, ε) < 0.

Remark 3.5 If arg(C1) = −π
2 , the root x0 with ∂x0f(x0, ε) > 0 corresponds

to x0 = 0 (that is, the minimum of V (x)) and the root x0 with ∂x0f(x0, ε) < 0
corresponds to x0 = π (that is, the maximum of V (x)). The result of Exercise 3.9
implies that the localized mode with x0 = π is unstable in the time evolution of
the Gross–Pitaevskii equation, whereas the localized mode with x0 = 0 is stable in
the time evolution (Section 4.3).

If the potential V (x) is special such that C1 = 0 but C2 �= 0, the leading-order
terms in series (3.2.15) give

f(x0, ε) = 2ε1/2|C2|Â2(2ε−1/2) cos (2x0 + arg(C2)) + . . . .

Four branches of localized modes may bifurcate from four roots of the function
cos(2x0) on [0, 2π). Examples of such bifurcations were considered by Kominis &
Hizanidis [121] for the Gross–Pitaevskii equation with a small periodic potential.

3.2.3 Narrow localized modes

There is another limit we can explore to clarify the question of multiplicity of
branches in the stationary Gross–Pitaevskii equation (3.2.3). If V (x) ≡ 0, the sta-
tionary equation (3.2.3) with σ = −1 has a localized mode for any ω < 0,

φ(x) = (2|ω|)1/2 sech(|ω|1/2(x− x0)), x0 ∈ R. (3.2.16)

This motivates the use of a perturbation theory for small V (x) to identify persis-
tence of this localized mode for nonzero potentials, as in Kapitula [101].

Even if V (x) is not small, there is a simple way to transform the stationary
equation (3.2.3) with σ = −1 to the same form with a small parameter in front
of the potential V (x). The technique is based on the scaling transformation, which
captures the limit of a narrow localized mode φ with a large power Q(φ). The
approach has been known since the work of Floer & Weinstein [58] but it has
received much attention in recent years, for instance, in the work of Sivan et al.
[191]. Using this approach, we will show that a narrow localized mode exists in a
neighborhood of any non-degenerate extremum of V (x).

Let us fix the center x0 ∈ R of the localized mode (3.2.16) and apply the scaling
transformation,

ω = V (x0)− E, ξ = E1/2(x− x0), ψ(ξ) = (2E)−1/2φ(x). (3.2.17)
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The limit ω → −∞ corresponds to the limit E →∞. Therefore, we define a small
positive parameter ε = E−1. If φ(x) satisfies the stationary equation (3.2.3) with
σ = −1, then ψ(ξ) satisfies a new stationary equation

−ψ′′(ξ) + Ṽε(ξ)ψ(ξ)− 2ψ3(ξ) + ψ(ξ) = 0, (3.2.18)

where

Ṽε(ξ) := ε
(
V (x0 + ε1/2ξ)− V (x0)

)
.

Since ‖Ṽε‖L∞ = 2ε‖V ‖L∞ , the new potential Ṽε(ξ) is small as ε → 0 in L∞ norm.
Recall that there exists a unique (up to translation in ξ ∈ R) exponentially decaying
solution ψ0(ξ) = sech(ξ) of the stationary equation (3.2.18) for ε = 0. The following
result specifies the conditions on V (x) and x0, under which the solution ψ0 persists
for ε �= 0.

Theorem 3.5 Let V (x) ∈ L∞(R)∩C2(R). For each x0 ∈ R such that V ′(x0) �= 0,
no solutions ψ ∈ H2(R) of the stationary equation (3.2.18) exist for sufficiently
small ε > 0. For each x0 ∈ R such that

V ′(x0) = 0, V ′′(x0) �= 0

there exists a ε0 > 0 such that for any ε ∈ (0, ε0), there exists a unique solution
ψ ∈ H2(R) of the stationary equation (3.2.18) and a constant C > 0 such that

‖ψ − ψ0‖H2 ≤ Cε2,

where ψ0(ξ) = sech(ξ).

Proof Let ψ(ξ) = ψ0(ξ − s) + ϕ(ξ), where s ∈ R is arbitrary and ψ0(ξ) = sech(ξ).
We rewrite (3.2.18) in the form

L0ϕ = −Ṽε(ψ0(· − s) + ϕ) + N(ϕ), (3.2.19)

where

L0 := −∂2
ξ + 1− 6 sech2(ξ − s)

and
1
2
N(ϕ) := (ψ0(· − s) + ϕ)3 − ψ3

0(· − s)− 3ψ2
0(· − s)ϕ

= 3ψ0(· − s)ϕ2 + ϕ3.

Because H2(R) is a Banach algebra with respect to pointwise multiplication (Ap-
pendix B.1), the nonlinear vector field enjoys the bound

‖N(ϕ)‖L2 ≤ 6‖ϕ‖2H2 + 2‖ϕ‖3H2 .

Since V ∈ L∞(R), there is also C > 0 such that

‖Ṽε(ψ0(· − s) + ϕ)‖L2 ≤ Cε‖ψ0(· − s) + ϕ‖H2 .

Because of the exact equation L0ψ
′
0(ξ − s) = 0, operator L0 has zero eigenvalue,

which is isolated from the rest of the spectrum of L0. Therefore, the operator L0

is not invertible in L2(R) but the method of Lyapunov–Schmidt reductions can be
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applied. Although we are supposed to decompose ϕ into the direction of Ker(L0)
and into the orthogonal direction, we note that parameter s is not defined at this
point. If ψ0(x − s) is expanded in power series of s, then the linear term of this
expansion is parallel to Ker(L0). Therefore, we can keep s as a free parameter and
add the constraint,

〈ψ′
0(· − s), ϕ〉L2 = 0.

The values of s ∈ R are defined by projecting of equation (3.2.19) to the direction
of Ker(L0) ⊂ L2(R),

−〈ψ′
0(· − s), Ṽε(ψ0(· − s) + ϕ)〉L2 + 〈ψ′

0(· − s), N(ϕ)〉L2 = 0. (3.2.20)

Let Q : L2(R) → [Ker(L0)]
⊥ ⊂ L2(R) be the orthogonal projection operator.

The non-singular equation for ϕ is given by

F (ϕ, ε, s) := (QL0Q)ϕ + QṼε(ψ0(· − s) + ϕ)−QN(ϕ) = 0. (3.2.21)

The vector field F (ϕ, ε, s) : H2(R)×R×R→ L2(R) is analytic in ϕ and s and C1

in ε. We know that F (0, 0, s) = 0 and J = DϕF (0, 0, s) is invertible for any s ∈ R.
By the Implicit Function Theorem (Appendix B.7), there exists a unique solution
ϕ = ϕ0(ε, s) : R× R→ H2(R) of equation (3.2.21) for small ε ∈ R and any s ∈ R.
Moreover, the map R

2 � (ε, s) �→ ϕ0 ∈ H2(R) is C1 in ε, smooth in s, and for
sufficiently small ε > 0, there is C > 0 such that

‖ϕ0(ε, s)‖H2 ≤ Cε. (3.2.22)

We substitute ϕ = ϕ0(ε, s) into the bifurcation equation (3.2.20) and obtain

f(ε, s) = f0(ε, s) + f1(ε, s) = 0,

where

f0(ε, s) = −〈ψ′
0(· − s), Ṽεψ0(· − s)〉L2 ,

f1(ε, s) = −〈ψ′
0(· − s), Ṽεϕ0(ε, s)〉L2 + 〈ψ′

0(· − s), N(ϕ0(ε, s))〉L2 .

For sufficiently small ε > 0, we have

f0(ε, s) =
1
2
ε3/2

∫
R

V ′(x0 + ε1/2ξ)ψ2
0(ξ − s)ds =

1
2
ε3/2

(
V ′(x0)‖ψ0‖2L2 +O(ε1/2)

)
and |f1(ε, s)| = O(ε2) for any s ∈ R.

If V ′(x0) �= 0, no root of f(ε, s) = 0 exists near ε = 0 for any s ∈ R. Assuming
V ′(x0) = 0 and V ′′(x0) �= 0, we represent Ṽε ∈ C2(R) locally near ξ = 0 by

Ṽε(ξ) =
1
2
ε2V ′′(x0)ξ2 + R̃ε(ξ),

where ‖R̃ε‖L∞
loc

= o(ε2) near ξ = 0. To improve bound (3.2.22), we define ϕ0 =
ϕ1 + θ, where ϕ1 ∈ H2(R) solves the inhomogeneous equation

(QL0Q)ϕ1 = −QṼεψ0(· − s) (3.2.23)

and the remainder term θ ∈ H2(R) solves

(QL0Q)θ + Ṽε(ϕ1 + θ) + N(ϕ1 + θ) = 0. (3.2.24)
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Because of the exponential decay of ψ0(ξ) to zero as ξ → ±∞, we have

ξ2ψ0(ξ − s) ∈ L2(R) and ‖R̃εψ0‖L2 = o(ε2).

Solving (3.2.23) and (3.2.24), we infer that there is a C > 0 such that

‖ϕ1‖H2 ≤ Cε2, ‖θ‖H2 ≤ Cε3,

which improves bound (3.2.22). Using this estimate for f0(ε, s) and f1(ε, s), we
obtain

f0(ε, s) =
1
2
ε3/2

∫
R

V ′(x0 + ε1/2ξ)ψ2
0(ξ − s)ds =

1
2
ε2
(
V ′′(x0)s‖ψ0‖2L2 + o(1)

)
and |f1(ε, s)| = O(ε4) for any s ∈ R. If V ′′(x0) �= 0, a unique root of f(ε, s) = 0
exists near ε = 0 and s = O(ε2) as ε→ 0.

Exercise 3.10 Under the conditions of Theorem 3.5, prove that there exists
ε0 > 0 such that for any ε ∈ (0, ε0), the second eigenvalue of the Jacobian operator
along the solution branch

L+ = −∂2
x + V (x)− ω − 3φ2(x)

is negative if V ′′(x0) < 0 and positive if V ′′(x0) > 0.

Remark 3.6 The result of Exercise 3.10 suggests that the localized mode at
the minimum of V (x) is stable in the time evolution of the Gross–Pitaevskii equa-
tion, whereas the localized mode at the maximum of V (x) is unstable in the time
evolution (Section 4.3).

If V (x) is a smooth 2π-periodic potential with only one minimum and maximum
on the fundamental period [0, 2π), there are only two narrow localized modes in
the semi-infinite gap, which correspond to the non-degenerate extremal points of
V (x). Because of the scaling transformation (3.2.17), we have

Q(φ) = ‖φ‖2L2 = 2E1/2‖ψ‖2L2 = O(E1/2) as E →∞.

Therefore, the limit of narrow localized modes corresponds to the limit of large
powers Q(φ) far away from the lowest band edge of the spectrum of the Schrödinger
operator L = −∂2

x + V (x).
The scaling transformation (3.2.17) ensures that the new potential Ṽε(x) is both

small in amplitude and slowly varying with respect to x. If we only require V (x) to
be small in amplitude, then an effective potential determines existence of localized
modes of the stationary equation (3.2.3).

Recall from Lemma 3.8 that if φ(x) is a localized mode of the stationary equation
(3.2.3), then ∫

R

V ′(x)φ2(x)dx = 0.

If V (x) is small in the sense that it is multiplied by a small parameter ε, then
φ(x) is close to the localized mode (3.2.16) for any ω < 0. This implies that the
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persistence of the solution φ for ε �= 0 can be related to the derivative of the effective
potential,

M(x0) =
∫
R

V (x + x0)φ2
0(x)dx, a ∈ R.

This is indeed the case, as the following exercise shows.

Exercise 3.11 Assume that V (x) is multiplied by a small parameter ε and prove
that for each x0 ∈ R such that

M ′(x0) = 0, M ′′(x0) �= 0,

there exists a ε0 > 0 such that for any ε ∈ (0, ε0), there exists a unique solution
φ ∈ H2(R) of the stationary equation (3.2.3) with σ = −1 satisfying bounds

∃C > 0 : ‖φ− φ0(· − x0)‖H2 ≤ Cε.

Note that if V (x) is multiplied by a small parameter, then narrow band
gaps bifurcate between two adjacent spectral bands near ω = n2

4 > 0 for n ∈ N.
Therefore, besides localized modes in the semi-infinite gap, there exist localized
modes in narrow band gaps according to the nonlinear Dirac equations (Section
2.2.2).

3.2.4 Multi-pulse localized modes

Single-pulse localized modes φ are also called the fundamental localized modes.
Multi-pulse localized modes can be thought to be compositions of fundamental
modes with sufficient separation between the individual pulses. If φ(x) → 0 as
|x| → ∞ exponentially fast, overlapping between the tails of individual pulses is ex-
ponentially small in terms of the large distance between the pulses. This brings us to
the theory of tail-to-tail interaction between individual pulses, which was pioneered
by Gorshkov & Ostrovsky [73] with the use of formal asymptotic computations.
The rigorous justification of this theory using geometric ideas was developed by
Sandstede [179] in the context of pulses in reaction–diffusion equations. Infinite se-
quences of pulses in reaction–diffusion equations were recently considered by Zelik
& Mielke [221].

Let us consider again the stationary Gross–Pitaevskii equation (3.2.3) with a
2π-periodic potential V (x) in the focusing case σ = −1 for ω < ω0 := inf σ(L),
where L = −∂2

x + V (x). As we have seen in Sections 3.2.2 and 3.2.3, there exist
at least two branches of fundamental localized modes φ. If V (x) has a spatial
symmetry

V (x) = V (−x) = V (2π − x), x ∈ R,

the two localized modes φ(x) are symmetric with respect to points x = 0 and
x = π. We have also seen that the spectrum of the Jacobian operator L+ for the
stationary Gross–Pitaevskii equation evaluated at the localized mode φ is bounded
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away from zero and includes a finite number of negative eigenvalues and no zero
eigenvalue.

We now construct a multi-pulse localized mode Φ of the same stationary Gross–
Pitaevskii equation,

−Φ′′(x) + V (x)Φ(x)− Φ3(x) = ωΦ(x), x ∈ R, (3.2.25)

which consists of two individual pulses φ centered at two particular points s1 and
s2 with a large separation distance |s2 − s1|. Since V (x) is 2π-periodic, we can set
s1 = 0 and s2 = 2πn for an integer n ∈ N. The following theorem shows that this
superposition always exists in the asymptotic limit of large n ∈ N.

Theorem 3.6 Let ω < ω0 and assume that there exists a fundamental localized
mode φ of the stationary equation (3.2.3) with an exponential decay to zero as
|x| → ∞. There exists an infinite countable set {Φn}n∈N of two-pulse localized
modes of the stationary equation (3.2.25) in the form

Φn(x) = φ(x) + φ(x− 2πn) + ϕn(x), n ∈ N, (3.2.26)

where for any small ε > 0 there is N ≥ 1 such that

∀n ≥ N : ∃C > 0 : ‖ϕn‖H2 ≤ Cε. (3.2.27)

Remark 3.7 Because two distinct branches of fundamental localized modes φ1

and φ2 of the stationary equation (3.2.3) generally exist, one can use the same tech-
nique to prove existence of a two-pulse localized mode Φ(x), which is represented
by the sum of φ1(x), φ2(x− 2πn), and a small remainder term.

Proof Substitution of the decomposition (3.2.26) into the stationary equation
(3.2.25) gives an equation for ϕn(x) written in the abstract form

Lϕn = fn + N(ϕn), (3.2.28)

where

L := −∂2
x + V (x)− ω − 3(φ + φn)2,

fn := 3φφn(φ + φn),

N(ϕ) := 3(φ + φn)ϕ2 + ϕ3,

and φn(x) = φ(x − 2πn). Thanks to the exponential decay of φ(x) to zero as
|x| → ∞, we know that

‖φφn‖L∞ → 0 as n→∞.

Therefore, fn is small in L2(R) for large n ∈ N and for any small ε > 0 there is
N ≥ 1 such that

∀n ≥ N : ∃C > 0 : ‖fn‖L2 ≤ Cε.
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On the other hand, because σ(L+) associated with a fundamental localized mode
φ is bounded away from zero, σ(L) is also bounded away from zero for large n ∈ N.
Therefore, we can rewrite (3.2.28) as the fixed-point equation

ϕ ∈ H2(R) : ϕ = F (ϕ) := L−1f + L−1N(ϕ). (3.2.29)

Since H2(R) is a Banach algebra with respect to pointwise multiplication (Appendix
B.1), there is C > 0 such that

‖N(ϕ)‖L2 ≤ C‖ϕ‖2H2 + ‖ϕ‖3H2 .

The vector field F (ϕ) is analytic in ϕ ∈ H2(R), maps a ball of radius δ > 0 in
H2(R) to itself for large n ∈ N and small δ > 0, and it is a contraction in the
ball. By the Banach Fixed-Point Theorem (Appendix B.2), there exists a unique
solution ϕn ∈ H2(R) for sufficiently large n ∈ N such that ϕn solves the fixed-point
equation (3.2.29) and satisfies bound (3.2.27).

Exercise 3.12 Consider the Jacobian operator

L+ = −∂2
x + V (x)− ω − 3Φ2(x),

evaluated at the two-pulse localized mode Φ(x) and prove that L+ has twice as many
negative eigenvalues as the Jacobian operator L+ evaluated at the fundamental
localized mode φ(x).

Although Theorem 3.6 only covers a two-pulse localized mode, the construction
of a multi-pulse localized mode is a straightforward exercise.

Exercise 3.13 Prove existence of a localized mode Φ(x) in the stationary Gross–
Pitaevskii equation (3.2.25), which consists of the sum of N individual pulses φ(x−
2πnj) for distinct integers n1 < n2 < ... < nN in the asymptotic limit |nj+1−nj | →
∞ for all j ∈ {1, 2, ..., N − 1}.

The two-pulse localized mode Φ(x) exists at the balance between two opposite
forces: the fundamental localized modes φ(x) repel each other by their monotoni-
cally decaying exponential tails but each localized mode is trapped by the potential
V (x) of the stationary Gross–Pitaevskii equation (3.2.25). If V (x) ≡ 0, no balance
between two individual pulses exists unless the repulsive and attractive forces arise
due to oscillatory tails of the fundamental localized modes.

We note that the technique of the Lyapunov–Schmidt reduction method was
avoided in the previous discussion because the operator L+ for a fundamental lo-
calized mode φ had a trivial kernel thanks to the broken translational invariance
of the stationary Gross–Pitaevskii equation (3.2.25) with a nonzero potential V (x).
Let us now consider a homogeneous stationary equation, where the translational
invariance induces a non-trivial kernel of L+.

If we simply take V (x) ≡ 0, then the second-order differential equation (3.2.25)
has the fundamental localized mode (3.2.16) and it is the only solution decaying
to zero. This follows from the phase-plane analysis of trajectories on the phase
plane (φ, φ′) ∈ R

2. Since the trajectories do not intersect at any (φ, φ′) unless it
is an equilibrium point, homoclinic trajectories approaching the zero equilibrium
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may have at most one loop in the phase plane. If we now consider a stationary
Gross–Pitaevskii equation modified by the fourth-order dispersion term,

−φ′′(x) + ε2φ′′′′(x)− φ3(x) = ωφ(x), x ∈ R, (3.2.30)

then trajectories live in the phase space (φ, φ′, φ′′, φ′′′) ∈ R
4 and may approach the

zero equilibrium after several loops in the phase space.
Typically ε is a small parameter in equation (3.2.30) because the fourth-order

dispersion term is considered to be smaller compared to the second-order dispersion
term in the asymptotic multi-scale expansion method (Section 1.1). However, we
can use the scaling transformation,

φ(x) = ε−1ψ(ξ), ξ = ε−1x, ω = −ε−2c,

which brings equation (3.2.30) to the form

ψ′′′′(ξ)− ψ′′(ξ) + cψ(ξ) = ψ3(x), ξ ∈ R, (3.2.31)

where c ∈ R is an arbitrary parameter. Note that equation (3.2.31) coincides with
the reduction of the fifth-order modified Korteweg–de Vries equation for a traveling
wave [23, 79].

Linearization of equation (3.2.31) at the zero equilibrium with the substitution
ψ(ξ) = ψ0e

κz leads to four admissible values of κ found from the roots of the
characteristic equation

κ4 − κ2 + c = 0. (3.2.32)

When c < 0, one pair of roots κ is purely imaginary and the other pair is purely
real. When 0 ≤ c ≤ 1

4 , two pairs of roots κ are real-valued. When c > 1
4 , the

four complex-valued roots κ are located symmetrically about the axes, that is, at
κ = ±κ0 ± ik0, where κ0 and k0 are real positive numbers.

It is proved with the variational method by Buffoni & Sere [23] and Groves
[79] that the fourth-order equation (3.2.31) has a fundamental localized mode ψ ∈
C∞(R) for c > 0, which is even on R and decays to zero as |ξ| → ∞ exponentially
fast.

For c > 1
4 , the fourth-order equation (3.2.31) has also an infinite countable set

of two-pulse localized modes Ψ ∈ C∞(R), which look like two copies of the funda-
mental localized modes ψ separated by finitely many oscillations close to the zero
equilibrium [23]. The members of the set are distinguished by the distance between
the two individual pulses.

The following theorem gives an asymptotic construction of the two-pulse solution
Ψ, which confirms this variational result using the method of Lyapunov–Schmidt
reductions. This application of the method was developed by Chugunova & Peli-
novsky [34] in the context of the fourth-order equation (3.2.31) with a quadratic
nonlinear term.

Theorem 3.7 Let c > 1
4 and denote the quartet of roots of the characteristic

equation (3.2.32) by κ = ±κ0±ik0. Assume that there exists a fundamental localized
mode ψ ∈ H4(R) of the stationary equation (3.2.31) such that the Jacobian operator

L+ = c− ∂2
ξ + ∂4

ξ − 3ψ2(ξ) (3.2.33)
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has a one-dimensional isolated kernel in L2(R) spanned by ψ′(ξ). Let 2s be the
distance between two copies of the single-pulse solution ψ(ξ) in the decomposition

Ψ(ξ) = ψ(ξ − s) + ψ(ξ + s) + θ(ξ), (3.2.34)

where θ(ξ) is a remainder term. Assume that the effective potential function W (s) :
R+ → R is given by

W (s) :=
∫
R

ψ3(ξ)ψ(ξ + 2s)dx. (3.2.35)

There exists an infinite countable set of extrema {sn}n∈N of W (s) such that

lim
n→∞

|sn+1 − sn| =
π

2k0
.

Fix n ∈ N and assume that W ′′(sn) �= 0. Then, there exists Cn > 0 and a unique
two-pulse solution Ψ ∈ H4(R) of the stationary equation (3.2.31) such that Ψ(ξ) is
even on R and

|s− sn| ≤ Cne
−2κ0s, ‖θ‖H4 ≤ Cne

−2κ0s. (3.2.36)

Proof When the tails of the fundamental localized mode ψ(ξ) are decaying and
oscillatory (i.e. when c > 1

4 ), the function W (s) defined by (3.2.35) is decaying and
oscillatory in s. As a result, there exists an infinite set of extrema {sn}n∈N. Let us
pick sn for a fixed value of n ∈ N such that W ′(sn) = 0 and W ′′(sn) �= 0. When
the decomposition (3.2.34) is substituted into the stationary equation (3.2.31), we
obtain(

c− ∂2
ξ + ∂4

ξ − 3(ψ+ + ψ−)2
)
θ − 3(ψ+ + ψ−)θ2 − θ3 = 3ψ+ψ−(ψ+ + ψ−),

(3.2.37)

where ψ± = ψ(ξ ± s).
Let ε = e−2κ0s be a small parameter that measures the L∞ norm of the overlap-

ping term in the sense that for each ε > 0 there exist constants C0 > 0 and s0 > 0
such that

‖ψ(· − s)ψ(·+ s)‖L∞ ≤ C0ε, s ≥ s0. (3.2.38)

We rewrite equation (3.2.37) as a fixed-point equation

Lθ = εf + N(θ), (3.2.39)

where

L := c− ∂2
ξ + ∂4

ξ − 3(ψ+ + ψ−)2,

εf := 3ψ+ψ−(ψ+ + ψ−),

N(θ) := 3(ψ+ + ψ−)θ2 + θ3.

Since H4(R) is a Banach algebra with respect to pointwise multiplication (Ap-
pendix B.1), there is C > 0 such that

‖N(θ)‖L2 ≤ C‖θ‖2H4 + ‖θ‖3H4 . (3.2.40)
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On the other hand, because L+ for a fundamental localized mode ψ(ξ) has an
isolated kernel spanned by ψ′(ξ) and s is large, operator L has two eigenvalues in
the neighborhood of 0 which correspond to the even and odd eigenvectors

θ±(ξ) = ψ′(ξ + s)± ψ′(ξ − s) +OL∞(ε) as ε→ 0.

We are looking for an even solution of the fixed-point equation (3.2.39) in the
constrained H4 space

H4
c =

{
θ ∈ H4(R) : 〈θ+, θ〉L2 = 0

}
.

Therefore, we impose the Lyapunov–Schmidt bifurcation equation

F (ε, s, θ) = ε〈θ+, f〉L2 + 〈θ+, N(θ)〉L2 = 0. (3.2.41)

Under condition (3.2.41), there exists a unique C1 map

R+ × R+ � (ε, s) �→ θ ∈ H4
c

such that θ solves the fixed-point equation (3.2.39) and satisfies

∃C > 0 : ‖θ‖H2 ≤ Cε. (3.2.42)

The first term of the bifurcation equation (3.2.41) can be simplified as follows:

ε〈θ+, f〉L2 = 3〈θ+, 3ψ+ψ−(ψ+ + ψ−)〉L2

= 3〈ψ′
+, ψ

2
+ψ−〉L2 + 3〈ψ′

−, ψ
2
−ψ+〉L2 +O(ε2)

= −〈ψ3
+, ψ

′
−〉L2 − 〈ψ3

−, ψ
′
+〉L2 +O(ε2)

= −W ′(s) +O(ε2).

Combining with bounds (3.2.40) and (3.2.42), we conclude that

F (ε, s, θ) = −W ′(s) +O(ε2) = 0,

where W ′(s) = O(ε) as ε→ 0. Using the Implicit Function Theorem for the equation
ε−1F (ε, s, θ) = 0, we conclude that there is a unique root s near each sn, for which
W ′(sn) = 0 and W ′′(sn) �= 0. This construction concludes the proof of bound
(3.2.36).

Exercise 3.14 Under the conditions of Theorem 3.7, prove that for any small
ε > 0, the Jacobian operator along the solution branch

L+ = c− ∂2
ξ + ∂4

ξ − 3Ψ2(ξ)

has a simple zero eigenvalue with the odd eigenvector Ψ′(ξ) and a small eigenvalue
in the neighborhood of 0 with an even eigenvector. Moreover, prove that the small
eigenvalue is negative if W ′′(sn) > 0 and positive if W ′′(sn) < 0.

An infinite countable sequence of two-pulse solutions Ψ(ξ) exists if the inter-
action potential W (s) between two individual pulses has an alternating sequence
of non-degenerate maxima and minima (which corresponds to the case when the
fundamental localized mode ψ(ξ) has an oscillatory decaying tail at infinity). The
distance between the two pulses occurs near the extremal points of the interaction
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potential W (s). Three-pulse solutions can be constructed as a bi-infinite countable
sequence of three individual pulses where each pair of two adjacent pulses is located
approximately at a distance defined by the two-pulse solution. Similarly, N -pulse
solutions can be formed by an (N − 1)-infinite countable sequence of N individual
pulses.

3.2.5 Localized modes in the anticontinuum limit

Our final example of the Lyapunov–Schmidt reduction method deals with the sta-
tionary DNLS equation,

−Δun + σ|un|2un = ωun, n ∈ Z
d, (3.2.43)

where Δ is the discrete Laplacian on a cubic d-dimensional lattice,

Δun =
d∑

j=1

(
un+ej + un−ej − 2un

)
, n ∈ Z

d,

and {e1, ..., ed} are standard unit vectors on Z
d.

For the stationary DNLS equation (3.2.43), it is sufficient to consider one sign of
σ, because the staggering transformation,

ω = 4d− ω̃, un = (−1)n1+···+nd ũn, n = (n1, . . . , nd) ∈ Z
d,

transforms a solution (ω, {un}n∈Zd) of the stationary DNLS equation (3.2.43) for a
fixed sign of σ to another solution (ω̃, {ũn}n∈Zd) of the same equation (3.2.43) for
the opposite sign of −σ. Therefore, we need only consider the focusing case σ = −1.

Recall that σ(−Δ) ∈ [0, 4d]. Localized modes outside the spectral band must have
either ω < 0 or ω > 4d. We will show that the stationary DNLS equation (3.2.43)
with σ = −1 admits no localized modes for ω > 4d and a variety of localized
modes for ω < 0. This picture resembles the existence of localized modes in the
semi-infinite gap and in each finite gap of the stationary Gross–Pitaevskii equation
(3.1.1) with σ = −1 (Section 3.1), for which the stationary DNLS equation (3.2.43)
is an asymptotic reduction in the tight-binding limit (Section 2.4.2).

Lemma 3.10 No nonzero localized modes of the stationary DNLS equation (3.2.43)
with σ = −1 and ω > 4d exist.

Proof Let us multiply (3.2.43) by ūn and sum over Z
d to obtain

〈u, (ω + Δ)u〉l2 + ‖u‖4l4 = 0.

If ω > 4d, then (ω + Δ) is a positive operator and the left-hand side may vanish
only for ‖u‖l2 = ‖u‖l4 = 0. In view of the discrete embedding of l2(Zd) to l∞(Zd)
(Appendix B.1), we have u = 0, that is, no nonzero localized modes exist for
ω > 4d.

Let us then fix σ = −1, ω < 0 in the stationary DNLS equation (3.2.43) and
consider the scaling transformation,

ω = −ε−1, u = ε−1/2φ,
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where ε > 0 is a new parameter and vector φ is a solution of the difference equation

(1− |φn|2)φn = ε

d∑
j=1

(
φn+ej + φn−ej − 2φn

)
, n ∈ Z

d. (3.2.44)

The limit ε → 0 is referred to as the anticontinuum limit of weakly coupled os-
cillators. Analysis of time-periodic localized modes in this limit was developed by
MacKay & Aubry [136]. Classification of localized modes is proposed by Alfimov
et al. [10]. Our study follows the work of Pelinovsky et al. in one [155], two [156]
and three [135] dimensions.

The difference equation (3.2.44) for ε = 0 has a general set of localized modes

φ(0)
n =

{
eiθn , n ∈ S,

0, n ∈ S⊥,
(3.2.45)

where S ⊂ Z
d is a bounded set of nodes on the lattice, S⊥ = Z

d\S, and {θn}n∈S

is a set of phase configurations. The set {θn}n∈S is arbitrary for ε = 0.

Definition 3.2 The limiting solution (3.2.45) is called a soliton configuration if
θn ∈ {0, π} for all n ∈ S.

The main question is: For what soliton and non-soliton configurations can the
localized mode (3.2.45) be continued in the difference equation (3.2.44) for small
nonzero ε? The main idea of the reduction method is to track how the extra sym-
metries for ε = 0 are destroyed for ε �= 0. Indeed, the complex phases {θn}n∈S

are arbitrary if ε = 0 but they are related if ε �= 0 by the one-parameter gauge
transformation φ→ eiαφ for any α ∈ R.

Similarly to the case of the stationary Gross–Pitaevskii equation (3.2.3) in one
dimension, all localized modes of the stationary DNLS equation (3.2.43) are real-
valued modulo the gauge transformation. Therefore, only soliton configurations
have to be considered if d = 1.

Lemma 3.11 Let d = 1 and φ ∈ l2(Z) be a nonzero solution of the stationary
DNLS equation (3.2.44). There is θ ∈ R such that eiθφ : R→ R.

Proof Because of the gauge transformation, it is sufficient to choose θ = 0. Since
φ is nonzero, there is n0 ∈ Z such that φn0 ∈ R\{0}.

Let {φn}n∈Z solves the stationary DNLS equation (3.2.44). Multiplying the equa-
tion by φ̄n, summing over Z, and subtracting the complex conjugate equation, we
can see that

Jn = φ̄nφn+1 − φnφ̄n+1 = Jn−1, n ∈ Z,

is constant for all n ∈ Z. If lim|n|→∞ φn = 0 or if there exists n1 ∈ Z such that
φn1 = 0, then Jn = 0 for all n ∈ Z. If φn1 , φn1+1 �= 0 for some n1 ∈ Z, then Jn1 = 0
implies that

2 arg(φn1+1) = 2 arg(φn1) mod(2π).

Therefore, if φn1 ∈ R, then φn1+1 ∈ R.
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On the other hand, because (3.2.44) with d = 1 is a second-order difference map,
if {φn}n∈Z is nonzero identically, there exists at most one consequent node, say
n1 ∈ Z, with φn1 = 0. In this case, φn1+1 = −φn1−1 �= 0, hence, if φn1−1 ∈ R, then
φn1+1 ∈ R.

Combining both cases together, we summarize that if φn0 ∈ R\{0} for at least
one n0 ∈ Z, then φn ∈ R for any n ∈ Z.

The following result shows that the persistence question has a simple solution for
d = 1.

Theorem 3.8 Let d = 1, φ(0) be given by (3.2.45), and θn ∈ {0, π} for all
n ∈ S. There exists a unique real-valued solution φ ∈ l2(Z) of the stationary DNLS
equation (3.2.44) for any small ε �= 0. Moreover, the mapping R � ε �→ φ ∈ l2(Z)
is analytic near ε = 0 and there is C > 0 such that

‖φ− φ(0)‖l2 ≤ Cε. (3.2.46)

Proof Let F(φ, ε) : l2(Z)× R→ l2(Z) be given by

Fn(φ, ε) = (1− φ2
n)φn − ε (φn+1 + φn−1 − 2φn) , n ∈ Z.

The map F is analytic in φ and ε. It is clear that F(φ(0), 0) = 0 and J =
DφF(φ(0), 0) is represented by a diagonal matrix with entries

1− 3(φ(0)
n )2 ∈ {1,−2}.

By the Implicit Function Theorem (Appendix B.7), there exists a unique analytic
continuation φ near φ(0) in l2(Z) for small ε �= 0 satisfying the bound (3.2.46).

We shall now consider persistence of soliton and non-soliton configurations for
d ≥ 2. Let N = dim(S) and T

N be the torus on [0, 2π]N for the vector θ of phase
components {θn}n∈S . We define the nonlinear vector field F(φ, ε) : l2(Zd) × R →
l2(Zd) by

Fn(φ, ε) = (1− |φn|2)φn − ε

d∑
j=1

(
φn+ej + φn−ej − 2φn

)
, n ∈ Z

d. (3.2.47)

The Jacobian operator is given by

H :=
[

DφF(φ, ε) Dφ̄F(φ, ε)
DφF(φ, ε) Dφ̄F(φ, ε)

]
: l2(Zd)× l2(Zd)→ l2(Zd)× l2(Zd).

This operator is not block-diagonal due to the presence of the shift operators but
we can still use a formal notation Hn for the “2-block” of H at the node n ∈ Z

d,

Hn =

[
1− 2|φn|2 −φ2

n

−φ̄2
n 1− 2|φn|2

]
− ε

d∑
j=1

(
δ+ej + δ−ej − 2

) [ 1 0
0 1

]
, (3.2.48)

where δejun = un+ej . This notation allows us to write the matrix–vector form Hψ
in the component form Hnψn for each ψn, n ∈ Z

d.
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Exercise 3.15 Recall that the DNLS equation

iu̇n = −ε
d∑

j=1

(un+ej + un−ej − 2un)− |un|2un, n ∈ Z
d,

has the Hamiltonian function

H(u) = ε
d∑

j=1

‖un+ej − un‖2l2 −
1
2
‖un‖4l4

and enjoys gauge invariance with the conserved power

Q(u) = ‖u‖2l2 .

Define the energy functional Eω(u) = H(u) + Q(u) and show that

∀ϕ ∈ l2(Zd) : Eω(φ + ϕ) = Eω(φ) +
1
2
〈Hϕ,ϕ〉l2 +O(‖ϕ‖3l2).

Let φ(0) = φ(0)(θ) be the limiting configuration (3.2.45). By explicit compu-
tations, F(φ(0), 0) = 0 and H(0) is block-diagonal with the 2-block at the node
n ∈ Z

d,

(H(0))n =
[

1 0
0 1

]
, n ∈ S⊥, (H(0))n =

[
−1 −e2iθn

−e−2iθn −1

]
, n ∈ S.

We note that H(0)en = 0 and H(0)ên = −2ên for all n ∈ S ⊂ Z
d, where the

2-blocks of eigenvectors en and ên at the node k ∈ Z
d are given by

(en)k = i
[

eiθn

−e−iθn

]
δk,n, (ên)k =

[
eiθn

e−iθn

]
δk,n.

Let P : l2(Zd)× l2(Zd)→ Ker(H(0)) ⊂ l2(Zd)× l2(Zd) be an orthogonal projec-
tion operator to the N -dimensional kernel of H(0). In explicit form, the projection
operator P is expressed by

∀f ∈ l2(Zd) : (Pf)n =
1
2i

{ (
e−iθn(f)n − eiθn(f̄)n

)
,

−
(
eiθn(f̄)n − e−iθn(f)n

)
,

n ∈ S, (3.2.49)

and (Pf)n = 0 for all n ∈ S⊥.
Since the operator H(0) is a self-adjoint Fredholm operator of zero index, the

decomposition l2(Zd) × l2(Zd) = Ker(H(0)) ⊕ Ran(H(0)) is well-defined. By using
the Lyapunov–Schmidt reduction algorithm, we consider the decomposition

φ = φ(0)(θ) +
∑
n∈S

αnen + ϕ,

where (ϕ, ϕ̄) ∈ Ran(H(0)) and αn ∈ R for each n ∈ S. We note that

∀θ0 ∈ T
N : φ(0)(θ0) +

∑
n∈S

αnen = φ(0)(θ0 + α) +O(‖α‖2). (3.2.50)
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Since the values of θ in φ(0)(θ) have not been defined yet, we can set αn = 0 for all
n ∈ S without loss of generality. The projection equations in the Lyapunov–Schmidt
reduction algorithm are

PF(φ(0)(θ) + ϕ, ε) = 0, (I − P)F(φ(0)(θ) + ϕ, ε) = 0. (3.2.51)

We note that F(φ, ε) is analytic in ε ∈ R and (I − P)H(I − P) : Ran(H(0)) →
Ran(H(0)) is invertible at ε = 0. By the Implicit Function Theorem (Appendix
B.7), there exists a unique solution ϕ ∈ l2(Zd) of the second equation of system
(3.2.51), which is analytic in ε near ε = 0 and depends on θ ∈ T

N . Let us write this
map as

T
N × R � (θ, ε) �→ ϕ ∈ l2(Zd).

From the Implicit Function Theorem, we know that, for sufficiently small ε ∈ R,
there is C > 0 such that

‖ϕ(0)(θ, ε)‖l2 ≤ Cε, θ ∈ T
N .

As a result, there exists the nonlinear vector field g(θ, ε) : T
N × R → R

N , which
generates the reduced bifurcation equations

g(θ, ε) = PF(φ(0)(θ) + ϕ(0)(θ, ε), ε) = 0. (3.2.52)

By construction, the function g(θ, ε) is analytic in ε near ε = 0 and g(θ, 0) = 0 for
any θ ∈ T

N . Therefore, the Taylor series for g(θ, ε) can be written in the form,

g(θ, ε) =
∞∑
k=1

εkg(k)(θ). (3.2.53)

Exercise 3.16 Show that

g(1)
n (θ) = e−iθn

d∑
j=1

(
φn+ej + φn−ej

)
− eiθn

d∑
j=1

(
φ̄n+ej + φ̄n−ej

)
, n ∈ S

and g(1)
n (θ) = 0 for all n ∈ S⊥.

The persistence question is now answered in the following theorem.

Theorem 3.9 The limiting configuration (3.2.45) for φ(0)(θ) can be continued
for any small nonzero ε if and only if there exists a root θ∗ ∈ T

N of the vector field
g(θ, ε) for this ε. Moreover, if the root θ∗ is analytic in ε with θ∗ = θ0 +O(ε), the
solution φ of the difference equation (3.2.44) is analytic in ε and

φ = φ(0)(θ∗) + ϕ(0)(θ∗, ε) = φ(0)(θ0) +
∞∑
k=1

εkφ(k), (3.2.54)

where {φ(k)}k∈N are independent of ε.

Exercise 3.17 Fix θ∗ at the soliton configuration in the sense of Definition 3.2
and prove that there exists a continuation of the soliton configuration in
ε �= 0.
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For the non-soliton configurations, computations of roots of the function g(θ, ε)
are based on the analysis of the convergent Taylor series expansions (3.2.53) and
(3.2.54). Let M = Dθg(θ, ε) : R

N → R
N be the Jacobian matrix evaluated at the

vector θ ∈ T
N . By the symmetry of the shift operators, the matrixM is symmetric.

By the gauge symmetry, the function g(θ, ε) satisfies the following relation:

∀α0 ∈ R, ∀θ ∈ T
N : g(θ + α0p0, ε) = g(θ + α0p0, ε), (3.2.55)

where p0 = (1, 1, ..., 1) ∈ R
N . As a result,Mp0 = 0 and the spectrum ofM always

includes a zero eigenvalue. If the zero eigenvalue of M is simple, we can use again
the Implicit Function Theorem and conclude that zeros θ∗ of the function g(θ, ε) are
uniquely continued in ε modulo the gauge transformation (3.2.55). However, if the
zero eigenvalue is not simple for the first non-trivial matrix M(k0) = Dθg(k0)(θ0)
for some k0 ∈ N, we need to compute g(k)(θ0) for k > k0 and ensure that the
Fredholm condition

g(k)(θ0) ⊥ Ker(M(k0))

is satisfied as, otherwise, the solution cannot be continued for small nonzero ε.
Combining all these facts together, we formulate the criterion for persistence of
non-soliton configurations.

Theorem 3.10 Suppose that g(k)(θ) ≡ 0 for k = 1, 2, ..., k0 − 1 and g(k0)(θ) �= 0
for some k0 ∈ N. Let θ0 be the root of g(k0)(θ).

(1) If Ker(M(k0)) = Span{p0} ⊂ R
N , then the configuration (3.2.45) is uniquely

continued in ε �= 0 modulo the gauge transformation (3.2.55).
(2) If Ker(M(k0)) = Span{p0,p1, ...,pdk0

} ⊂ R
N with 1 ≤ dk0 ≤ N − 1, then:

(i) if g(k0+1)(θ0) /∈ Ran(M(k0)), the configuration (3.2.45) does not persist
for any ε �= 0;

(ii) if g(k0+1)(θ0) ∈ Ran(M(k0)), the configuration (3.2.45) is continued be-
yond O(εk0).

The criterion of Theorem 3.10 can be used in the computational algorithm, which
provides a binary answer to whether the configuration persists beyond ε �= 0 or
terminates at ε = 0. Let us consider a square lattice Z

2 and a discrete contour S

for a vortex cell,

S = {(1, 1), (2, 1), (2, 2), (1, 2)} . (3.2.56)

Let θ1 = θ1,1, θ2 = θ2,1, θ3 = θ2,2, and θ4 = θ1,2 along the discrete contour S.
Periodic boundary conditions can be used for θ0 = θ4, θ5 = θ1 if necessary. By the
gauge transformation, we can always set θ1 = 0 for convenience. We also denote
θ2 = θ and choose θ ∈ [0, π] for convenience.

Definition 3.3 Let S be a closed contour on Z
2 and Δθj = θj+1 − θj ∈ (−π, π]

be the phase difference between two successive nodes on S. The total number of 2π
phase shifts across the closed contour S is called the vortex charge L.
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From Exercise 3.16, we compute for the contour (3.2.56),

g(1)
j (θ) = sin(θj − θj+1) + sin(θj − θj−1), 1 ≤ j ≤ 4. (3.2.57)

Therefore, g(1)(θ) = 0 if and only if

sin(θ2 − θ1) = sin(θ3 − θ2) = sin(θ4 − θ3) = sin(θ1 − θ4). (3.2.58)

Upon our convention on θ1 = 0 and θ2 = θ ∈ [0, π], there are eight soliton con-
figurations with θj ∈ {0, π}, one symmetric vortex configuration of charge L = 1
with

θj =
π(j − 1)

2
, j ∈ {1, 2, 3, 4}, (3.2.59)

and three asymmetric vortex configurations of charge L = 1 with

(a) θ1 = 0, θ2 = θ, θ3 = π, θ4 = π + θ;

(b) θ1 = 0, θ2 = θ, θ3 = 2θ, θ4 = π + θ;

(c) θ1 = 0, θ2 = θ, θ3 = π, θ4 = 2π − θ.

We can now compute the Jacobian matrix M(1) = Dθg(1)(θ) from explicit ex-
pression (3.2.57):

(M(1))i,j =

⎧⎪⎨⎪⎩
cos(θj+1 − θj) + cos(θj−1 − θj), i = j,

− cos(θj − θi), i = j ± 1,

0, |i− j| ≥ 2,

(3.2.60)

subject to the periodic boundary conditions.

Remark 3.8 Although M(1) is just a 4 × 4 matrix, it has a generic structure,
which is defined by the coefficients aj = cos(θj+1− θj) for 1 ≤ j ≤ N , where N = 4
in our case.

Let n0, z0, and p0 be the numbers of negative, zero and positive terms of aj =
cos(θj+1 − θj), 1 ≤ j ≤ N . Let n(M(1)), z(M(1)), and p(M(1)) be the numbers of
negative, zero and positive eigenvalues of the matrix M(1). The following lemma
proved by Sandstede [179] tells us how to count eigenvalues ofM(1).

Lemma 3.12 Assume that z0 = 0 and

A1 =
N∑
i=1

∏
j 
=i

aj =

(
N∏
i=1

ai

) (
N∑
i=1

1
ai

)
�= 0.

Then, z(M(1)) = 1, and either n(M(1)) = n0 − 1, p(M(1)) = p0 or n(M(1)) = n0,
p(M(1)) = p0 − 1. Moreover, n(M(1)) is even if A1 > 0 and is odd if A1 < 0.

Exercise 3.18 Let aj = a for all 1 ≤ j ≤ N . Use the discrete Fourier transform
and prove that eigenvalues ofM(1) are given by

λn = 4a sin2 πn

N
, 1 ≤ n ≤ N.

If a > 0, then z(M(1)) = 1, p(M(1)) = N − 1, and n(M(1)) = 0.
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Exercise 3.19 Let N be even and aj = (−1)ja for all 1 ≤ j ≤ N . Use the discrete
Fourier transform and prove that eigenvalues ofM(1) are given by

λn = −λn+N/2 = 2a sin
2πn
N

, 1 ≤ n ≤ N

2
.

Hence, n(M(1)) = 1
2N − 1, z(M(1)) = 2, and p(M(1)) = 1

2N − 1.

Let us apply these results to various solutions of system (3.2.58).
For soliton configurations with non-equal numbers of 1 and−1 in aj ∈ {−1, 1}, for

j ∈ {1, 2, 3, 4}, we have z0 = 0 and A1 �= 0. By Lemma 3.12, we have z(M(1)) = 1.
Theorem 3.10 states the existence of a unique continuation of the soliton con-
figuration in ε �= 0. The resulting solution is real-valued thanks to the result in
Exercise 3.17. Soliton configurations with equal numbers of 1 and −1 have A1 = 0
and z(M(1)) = 2. Therefore, these configurations must be considered beyond the
first-order reduction O(ε).

For the symmetric vortex configuration, all coefficients aj are the same and zero.
Therefore, M(1) = 0 and we need to compute the next-order corrections g(2)(θ)
and the JacobianM(2) = Dθg(2)(θ).

For the asymmetric vortex configurations, there are two coefficients aj = cos θ and
two coefficients aj = − cos θ, which are nonzero if θ �= π

2 . The result of Exercise 3.19
shows that n(M(1)) = 1, z(M(1)) = 2, and p(M(1)) = 1. The additional zero eigen-
value is related to the derivative of the family of asymmetric vortex configurations
with respect to the parameter θ. Therefore, continuations of these configurations
are also considered beyond the first-order reduction O(ε).

To compute g(2)(θ), we use Taylor series (3.2.54) and obtain the inhomogeneous
problem

(1− 2|φ(0)
n |2)φ(1)

n − φ(0)2
n φ̄(1)

n = φ
(0)
n+e1 + φ

(0)
n−e1 + φ

(0)
n+e2 + φ

(0)
n−e2 − 4φ(0)

n , n ∈ Z
2.

To solve the inhomogeneous problem, we remove the homogeneous solutions, which
would only redefine parameters θ. This is equivalent to the constraint φ(1)

n = u
(1)
n eiθn

with u
(1)
n ∈ R for all n ∈ S. In this way, we obtain the unique solution

φ(1)
n =

⎧⎪⎨⎪⎩
− 1

2 (cos(θj−1 − θj) + cos(θj+1 − θj)− 4) eiθj , n ∈ S,

eiθj , n ∈ S1,

0, n /∈ S ∪ S1,

where the index j enumerates the node n on the contour S and the nodes n ∈ S1

⊂ S⊥ are adjacent to the jth node on the contour S.
Substituting the first-order correction term φ

(1)
n into the bifurcation function

(3.2.52), we find the correction term g(2)(θ) in the Taylor series (3.2.53)

g(2)
j (θ) =

1
2

sin(θj+1 − θj) [cos(θj − θj+1) + cos(θj+2 − θj+1)]

+
1
2

sin(θj−1 − θj) [cos(θj − θj−1) + cos(θj−2 − θj−1)] , 1 ≤ j ≤ N.
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For the three asymmetric vortex configurations, we have

(a) g(2) =

⎡⎢⎢⎣
0
0
0
0

⎤⎥⎥⎦ , (b) g(2) =

⎡⎢⎢⎣
2
0
−2
0

⎤⎥⎥⎦ sin θ cos θ, (c) g(2) =

⎡⎢⎢⎣
0
−2
0
2

⎤⎥⎥⎦ sin θ cos θ.

The kernel of M1 for each configuration is two-dimensional with the eigenvectors
p0 = (1, 1, 1, 1) and p1 obtained from the derivative of the vortex configurations in
θ,

(a) p1 =

⎡⎢⎢⎣
0
1
0
1

⎤⎥⎥⎦ , (b) p1 =

⎡⎢⎢⎣
0
1
2
1

⎤⎥⎥⎦ , (c) p1 =

⎡⎢⎢⎣
0
1
0
−1

⎤⎥⎥⎦ .

The Fredholm alternative 〈p1,g(2)〉R4 = 0 is satisfied for the solution (a) but fails
for the solutions (b) and (c), unless θ = {0, π

2 , π}. The latter cases belong to the
cases of soliton and symmetric vortex configurations. By Theorem 3.10, asymmetric
vortex configurations (b) and (c) cannot be continued in ε �= 0, while (a) must be
considered beyond the second-order reductions O(ε2).

For the symmetric vortex configuration (3.2.59), the Jacobian matrix M(1) =
Dθg(1)(θ) is identically zero and we need to compute M(2) = Dθg(2)(θ). This
matrix is computed explicitly by

M(2) =

⎡⎢⎢⎣
1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1

⎤⎥⎥⎦ .

The matrix M(2) has four eigenvalues: λ1 = λ2 = 0 and λ3 = λ4 = 2. The two
eigenvectors for the zero eigenvalue are p1 = (0, 1, 0, 1) and p2 = (1, 0, 1, 0). The
eigenvector p1 corresponds to the derivative of the asymmetric vortex configuration
(a) with respect to parameter θ, while the eigenvector p0 = p1 +p2 corresponds to
the shift due to gauge transformation. The presence of double zero eigenvalue for
M(2) confirms the result of the continuation of the asymmetric vortex configuration
(a) beyond the second-order reductions.

The presence of the arbitrary parameter θ in the family (a) of asymmetric vortex
configurations is not supported by the symmetries of the discrete contour S in the
stationary DNLS equation (3.2.43). Therefore, we would expect that this family ter-
minates in higher-order reductions. In order to confirm this conjecture, a symbolic
algorithm was developed [156, 135]. It was found that the vector g(k)(θ) computed
at the asymmetric vortex configuration (a) is zero for k = 1, 2, 3, 4, 5 and nonzero
for k = 6. Moreover, 〈p1,g(6)〉R4 �= 0 for any θ �= {0, π

2 , π}, where p1 = (0, 1, 0, 1)
is an eigenvector in Ker(M(1)). Therefore, the family (a) of asymmetric vortex
configurations terminates at the sixth-order reduction O(ε6).

Nevertheless, all soliton configurations and the symmetric vortex configuration
in the discrete contour S persist beyond all orders of the reductive algorithm.
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Exercise 3.20 Consider the discrete contour for the vortex cross,

S = {(−1, 0), (0,−1), (1, 0), (0, 1)} ⊂ Z
2.

Compute reduction functions g(2)(θ) and g(4)(θ) for the family (a) of asymmetric
vortex configurations and show that the family (a) terminates for any θ /∈ {0, π2 , π}.

Persistence of time-periodic localized modes of the Klein–Gordon lattices is con-
sidered using slow manifolds for Hamiltonian systems in action–angle variables by
MacKay [137] and Koukouloyannis & Kevrekidis [120]. Essentially the same compu-
tations as in this section are performed in [137, 120] with the formalism of canonical
transformations.

3.3 Other analytical methods

The best proof of existence of a stationary localized mode is achieved if an exact so-
lution can be constructed in an analytical form. In some exceptional circumstances,
exact solutions for localized modes can be expressed in terms of elementary (expo-
nential, hyperbolic and algebraic) functions. Unfortunately, the analytical solutions
in the stationary Gross–Pitaevskii equation with a periodic potential can only be
constructed for isolated values of the frequency parameter ω, whereas those for the
DNLS equation can only be found for the integrable case of the Ablowitz–Ladik lat-
tice or for some special discretizations of the nonlinear functions (Section 5.2). For
reduced evolution equations such as the nonlinear Dirac and Schrödinger equations,
the exact analytical solutions for localized modes can be found for all parameter
values, but the asymptotic validity of these equations is only justified in a subset
of parameter values.

We shall review here several methods to construct analytical solutions for the
stationary Gross–Pitaevskii equation and its reductions. Given a variety of recent
computational techniques based on explicit substitutions (such as the tanh–sech
method, the homogeneous balance method, the F-expansion method, and the like),
we will focus on the methods that are inspired by the dynamical system theory
and have a broader applicability to other problems involving nonlinear evolution
equations and localized modes. In other words, we shall avoid techniques which rely
solely on trials and substitutions.

Even if analytical expressions for localized modes cannot be found, the dynam-
ical system methods allow us to construct qualitative solutions. These solutions
clarify better the properties of the localized modes compared to the variational
methods in Section 3.1 and have a wider applicability compared to the Lyapunov–
Schmidt reduction methods in Section 3.2. In particular, the dynamical system
methods are not constrained by the presence of a small parameter in the stationary
equation.

We shall consider the construction of localized modes using symmetry reduc-
tions of the stationary Gross–Pitaevskii equation (Section 3.3.1), shooting methods
for the differential equations (Section 3.3.2), shooting methods for the difference
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equations (Section 3.3.3), and exact solutions of the nonlinear Dirac equations
(Section 3.3.4).

3.3.1 Symmetry reductions of the stationary
Gross–Pitaevskii equation

Consider the stationary Gross–Pitaevskii equation with periodic coefficients,

−u′′(x) + V (x)u(x) + G(x)u3(x) = ωu(x), x ∈ R, (3.3.1)

where V (x) and G(x) are real-valued, 2π-periodic, and bounded functions.
We shall use the point transformations (Section 1.4.2) and find special coefficients

V (x) and G(x), for which exact solutions of the stationary Gross–Pitaevskii equa-
tion (3.3.1) can be constructed. Our presentation follows Belmonte-Beitia et al. [17].
A general algorithm of construction of exact solutions from symmetry reductions
of differential equations is described in the text of Bluman & Kumei [21].

We view the differential equation (3.3.1) in the abstract form

A(x, u, ux, uxx) := −uxx + V u + Gu3 − ωu = 0,

and look for the point transformations defined by the generator,

M = ξ(x, u)
∂

∂x
+ η(x, u)

∂

∂u
. (3.3.2)

Since the differential equation (3.3.1) is of the second order, we need to compute
the second prolongation of operator M ,

M (2) = M + η(1)(x, u)
∂

∂ux
+ η(2)(x, u)

∂

∂uxx
,

where

η(1) = ηx + ux(ηu − ξx)− (ux)2ξu,

η(2) = ηxx + ux(2ηux − ξxx) + (ux)2(ηuu − 2ξxu)− (ux)3ξuu

+ uxx(ηu − 2ξx)− 3uxuxxξu.

The differential equation (3.3.1) is invariant under the point transformation
if M (2)A = 0. Expressing uxx = V u + Gu3 − ωu and removing terms (ux)3,
(ux)2, ux, and (ux)0 ≡ 1, we obtain the following system of equations on ξ(x, u)
and η(x, u):⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

ξuu = 0,

ηuu − 2ξux = 0,

2ηxu − ξxx − 3ξu(V u + Gu3 − ωu) = 0,

ηxx − ξ(V ′u + G′u3)− η(V + 3Gu2 − ω) + (ηu − 2ξx)(V u + Gu3 − ωu) = 0.

The first two equations of this system show that

ξ(x, u) = a(x)u + b(x), η(x, u) = a′(x)u2 + c(x)u + d(x),
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where (a, b, c, d) are arbitrary functions. The third equation of the system shows
that if G �= 0, then a(x) ≡ 0 and 2c′(x)− b′′(x) = 0. Integrating this equation, we
write

c(x) =
1
2
b′(x) + C,

where C is an arbitrary constant. The last equation of the system of point trans-
formations shows that if G �= 0, then d(x) ≡ 0. Equating terms with u3 and u to
zero, we obtain the following two constraints{

2c(x)G(x) + b(x)G′(x) + 2b′(x)G(x) = 0,

c′′(x)− b(x)V ′(x)− 2b′(x)(V (x)− ω) = 0.
(3.3.3)

The first equation of system (3.3.3) can be integrated explicitly,

G(x) =
G0

b3(x)
exp

(
−2C

∫ x

0

dx′

b(x′)

)
, (3.3.4)

where G0 is an arbitrary constant. Thanks to the scaling transformation, this con-
stant can always be normalized either to G0 = 1 or to G0 = −1. The second
equation of system (3.3.3) relates the potential V (x) to the nonlinearity function
G(x) via the function b(x):

b′′′(x)− 2b(x)V ′(x)− 4b′(x)(V (x)− ω) = 0. (3.3.5)

This equation can be integrated in the form

1
2
b(x)b′′(x)− 1

4
(b′(x))2 + (ω − V (x))b2(x) = Ω, (3.3.6)

where Ω is a new integration constant.

Exercise 3.21 Show that the change of variables

X = X(x) =
∫ x

0

dx′

b(x′)
, u(x, U) = b1/2(x)U,

transforms the stationary equation with variable coefficients (3.3.1) to the station-
ary equation with constant coefficients,

−U ′′(X) + G0U
3(X) = ΩU(X), X ∈ R. (3.3.7)

Show that M = ∂/∂X in new variables and C = 0 in (3.3.4).

If b(x) is positive and bounded away from 0, then X(x)→ ±∞ as x→ ±∞. For
instance, if

b(x) = 1 + α cos(x), α ∈ (−1, 1),

then the periodic potentials (3.3.4) and (3.3.6) become

V (x) = ω − Ω
(1 + α cos(x))2

− 2α cos(x) + 3α2 cos2(x)
4(1 + α cos(x))2

, G(x) =
G0

(1 + α cos(x))3
.

An exact localized mode of the stationary equation with constant coefficients (3.3.7)
exists for sign(Ω) = sign(G0) = −1. If G0 = −1, then

U(X) =
√

2|Ω| sech(
√
|Ω|X), X ∈ R. (3.3.8)
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This solution generates the exact localized mode

φ(x) = (1 + α cos(x))1/2U(X), X =
∫ x

0

dx′

1 + α cos(x′)
,

of the stationary equation with variable coefficients (3.3.1). The localized mode
exists in the semi-infinite gap of the spectrum of L = −∂2

x + V (x). Unfortunately,
if V (x) and G(x) are fixed, this localized mode only exists for a single value of ω in
the semi-infinite gap. No exact solution exists for all values of ω in the semi-infinite
gap, that is, for all ω < ω0 = inf σ(L).

Exercise 3.22 Substitute b(x) = cosh(x) and find the potential functions V (x)
and G(x) of the stationary equation (3.3.1) that decay to zero as |x| → ∞ and
admit the exact localized mode φ(x) generated from the exact solution (3.3.8).

Exercise 3.23 Consider the stationary cubic–quintic equation with periodic co-
efficients

−u′′(x) + V (x)u(x) + G(x)u3(x) + H(x)u5(x) = ωu(x), x ∈ R. (3.3.9)

Show that if

V (x) = −2α(1 + α cos(x))
(1 + 2α cos(x))2

, G(x) =
B

(1 + 2α cos(x))3
, H(x) =

A

(1 + 2α cos(x))4
,

for a fixed α ∈
(
− 1

2 ,
1
2

)
and arbitrary (A,B), the stationary cubic–quintic equation

with variable coefficients reduces to the stationary equation with constant coeffi-
cients,

−U ′′(X) + BU3(X) + AU5(X) = −αU(X), X ∈ R,

in new variables X and U(X).

Computations of symmetry reductions for the stationary cubic–quintic Gross–
Pitaevskii equation (3.3.9) are developed by Belmonte-Beitia & Cuevas [19]. Sym-
metry reductions for the discrete versions of the NLS equation are studied by
Hernández-Heredero & Levi [88].

3.3.2 Shooting methods for the stationary
Gross–Pitaevskii equation

Consider the stationary Gross–Pitaevskii equation with the power nonlinearity,

−φ′′(x) + V (x)φ(x) + σφ2p+1(x) = ωφ(x), x ∈ R, (3.3.10)

where σ ∈ {1,−1}, p > 0, and ω ∈ R. Recall from Lemma 3.8 that if φ is the
localized mode, then ∫

R

V ′(x)φ2(x)dx = 0.

This constraint is trivially satisfied if V (−x) = V (x) and φ(−x) = φ(x).
If V (−x) = V (x) and φ(x) is a solution of the stationary Gross–Pitaevskii equa-

tion (3.3.10), then φ(−x) is another solution of the same equation. This suggests
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that we can look for a reversible localized mode φ(x) which is only defined for x ≤ 0
with the conditions that limx→−∞ φ(x) = 0 and φ′(0) = 0. This mode is extended
to x ≥ 0 using the symmetric reflection of φ(x) about the center of symmetry x = 0.
Because one initial condition φ(0) serves as a parameter to be determined from the
condition limx→−∞ φ(x) = 0, this method is referred to as the shooting method: we
change the shooting parameter φ(0) to shoot along the solution with φ′(0) = 0 and
limx→−∞ φ(x) = 0.

If the potential V (x) has another point of symmetry on the interval [0, 2π], e.g.
V (x) has a minimum at x = 0 and a maximum at x = π,

V (−x) = V (x) and V (2π − x) = V (x),

then the same method allows us to construct another reversible localized mode
φ(x) such that φ(2π − x) = φ(x) with the reversibility condition φ′(π) = 0. These
two distinct localized modes φ of the Gross–Pitaevskii equation (3.3.10) with a
symmetric periodic potential V have been obtained in the method of Lyapunov–
Schmidt reductions near the band edges (Section 3.2.2) and far from the band edges
(Section 3.2.3).

We will now develop a global proof of the existence of these two distinct localized
modes for any ω < infx∈R V (x) in the case σ = −1. Although these results do not
cover the entire existence interval ω < inf σ(L), where L = −∂2

x + V (x), they still
show robustness of the two localized modes with different spatial symmetries.

Theorem 3.11 Let σ = −1, V (−x) = V (x) for all x ∈ R, and ω < infx∈R V (x).
There exists a strong solution φ ∈ H2(R) of the stationary equation (3.3.10) such
that φ(−x) = φ(x) for all x ∈ R.

Proof If ω < infx∈R V (x) ≤ inf σ(L), the linear problem

−φ′′(x) + V (x)φ(x) = ωφ(x)

has two real Floquet multipliers (Section 2.1.1), one of which is inside the unit circle
and the other one is outside. By the Unstable Manifold Theorem (Appendix B.13),
there exists a one-parameter family of solutions of the stationary equation (3.3.10)
such that

φC(x) ∼ Cw+(x)eκx as x→ −∞,

where κ > 0 is the characteristic exponent, w+(x) is a 2π-periodic bounded eigen-
function, and C > 0 is parameter. Since ω < infx∈R V (x), one can normalize
w+ ∈ Cper([0, 2π]) such that there is at least one point x0 ∈ R for large nega-
tive x0 such that φC(x0) > 0 and φ′

C(x0) > 0.
For all φ ∈ (0, φ1) with φ1 = (infx∈R V (x)− ω)

1
2p , we have

φ′′(x) = (V (x)− ω)φ(x)− φ2p+1(x) ≥ (φ2p
1 − φ2p)φ > 0.

Therefore, φC(x) remains an increasing function of x for large negative x ∈ R as
long as 0 < φC(x) < φ1. Therefore, there is x1(C) ∈ R such that φ(x1(C)) = φ1.
The map C �→ x1 is continuous for any C > 0 (thanks to the existence of a C1
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invariant unstable manifold by the Unstable Manifold Theorem) with the following
two limits:

x1(C)→ −∞ as C →∞, x1(C)→ +∞ as C → 0.

On the other hand, for all φ > φ2 with φ2 = (supx∈R V (x)− ω)
1
2p > φ1, we have

φ′′(x) = (V (x)− ω)φ(x)− φ2p+1(x) ≤ (φ2p
2 − φ2p)φ < 0.

Therefore, there is a turning point x2(C) > x1(C) such that φ′
C(x2(C)) = 0 with

the limits,

x2(C)→ −∞ as C →∞, x2(C)→ +∞ as C → 0.

Continuity of the map C �→ x2 implies that there exists a value 0 < C0 < ∞
such that x2(C0) = 0. We have hence constructed a trajectory φC0(x) such that
limx→−∞ φC0(x) = 0 and φ′

C0
(0) = 0. After reflection in x, this trajectory gives the

symmetric localized mode φ ∈ H2(R).

Note that the localized mode φC(x) is monotonically increasing for all x < 0
and decreasing for all x > 0. If infx∈R V (x) < ω < inf σ(L), then φ′′

C(x) cannot
be controlled for small positive φ and the family of solutions φC(x) may be non-
monotonic. As a result, it is not possible to control the map C �→ x1, at which the
trajectory φC(x) leaves the neighborhood of φ = 0. It is also impossible to uniquely
define the turning point x2(C), where φ′

C(x2(C)) = 0, because of these oscillations.
Figure 3.3 shows two solutions of the stationary Gross–Pitaevskii equation (3.3.10)

with p = 1, σ = −1, and V (x) = 1 − cos(x) for ω = −0.2 (top) and ω = 0.2
(bottom). In the first case, φ(x) is monotonic for x < 0 and x > 0 because
ω = −0.2 < infx∈R V (x) = 0. In the second case, φ(x) has no monotonic behavior
for x < 0 or x > 0.

Results of Sections 3.2.2 and 3.2.3 suggest that a similar structure of two dis-
tinct localized modes of the stationary Gross–Pitaevskii equation may exist for
non-symmetric potentials V (x) but the reversibility symmetry cannot be used
to guarantee the existence of the two localized modes. In particular, one can-
not rule out situations when the two localized modes disappear in the saddle-
node bifurcation or additional localized modes coexist with the two fundamental
modes.

Exercise 3.24 Consider the stationary generalized NLS equation,

−φ′′(x)− f ′(φ2)φ(x) = ωφ(x), x ∈ R,

where f(φ2) : R+ → R is C1 with f ′(0) = 0 and f ′(x) > 0 for x > 0, and prove the
existence of a localized mode for any ω < 0 from the phase-plane analysis.

3.3.3 Shooting methods for the stationary DNLS equation

Consider the stationary DNLS equation with the power nonlinearity,

−Δφn + σ|φn|2pφn = ωφn, n ∈ Z, (3.3.11)
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Figure 3.3 The numerical approximation of the localized mode φ(x) and the
periodic potential V (x) for ω = −0.2 (top) and ω = 0.2 (bottom).

where Δφn := φn+1 − 2φn + φn−1, σ ∈ {1,−1}, p > 0, and ω ∈ R. Since σ(−Δ) ∈
[0, 4], the localized mode with an exponential decay rate may only exist either for
ω < 0 or for ω > 4. Because of the staggering transformation (Section 3.2.5), it is
sufficient to consider the case σ = −1, for which no localized modes exist for ω > 4
(Lemma 3.10).

All localized modes φ ∈ l2(Z) are real-valued in the space of one dimension
modulo multiplication by eiθ for any θ ∈ R (Lemma 3.11). Therefore, the stationary
DNLS equation (3.3.11) with σ = −1 can be written in the form

−Δφn − φ2p+1
n = ωφn, n ∈ Z. (3.3.12)
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We shall prove that there exists at least two families of positive localized modes of
the stationary DNLS equation (3.3.12) for any ω < 0 and any p > 0. One localized
mode, known as the site-symmetric soliton (or the on-site soliton) has the property

φ−n = φn, n ∈ Z, (3.3.13)

whereas the other mode, known as the bond-symmetric soliton (or the inter-site
soliton) has the property

φ−n = φn+1, n ∈ Z. (3.3.14)

The first solution is symmetric about the central site n = 0, whereas the second
solution is symmetric about the midpoint between two adjacent sites n = 0 and
n = 1. The two distinct solutions (3.3.13) and (3.3.14) resemble the two branches
of localized modes in the stationary Gross–Pitaevskii equation with the periodic
potential (Section 3.3.2) thanks to the correspondence between the two models
(Section 2.4.2).

Exercise 3.25 Consider a localized mode in the stationary cubic DNLS equation

φn+1 − 2φn + φn−1 + φ3
n + ωφn = 0, n ∈ Z.

Using a scaling transformation, show that the limit |ω| → 0 corresponds to the
small-amplitude slowly varying localized mode with small ‖φ‖l2 , whereas the limit
ω → −∞ corresponds to the compact localized mode with large ‖φ‖l2 .

The stationary DNLS equation (3.3.12) can be simplified in the two limits |ω| → 0
and |ω| → ∞ (Exercise 3.25). In the first limit |ω| → 0, the stationary DNLS
equation can be reduced to the continuous stationary NLS equation (Section 5.5),

φ′′(x) + φ3(x) + ωφ(x) = 0, x ∈ R. (3.3.15)

Both localized modes (3.3.13) and (3.3.14) of the stationary DNLS equation (3.3.11)
correspond to the same translationally invariant localized mode of the stationary
NLS equation (3.3.15). In the second limit |ω| → ∞, the two localized modes
can be constructed by the Lyapunov–Schmidt reduction methods from the limiting
configurations φ

(0)
n = δn,0 and φ

(0)
n = δn,0 + δn,1 (Section 3.2.5).

We shall here exploit dynamical system methods and the symmetry properties
of reversible discrete maps to construct localized modes of the stationary DNLS
equation (3.3.12) for all values of ω < 0. The technique is based on the work of Qin
& Xiao [175].

Let xn = φn−1 and yn = φn. The stationary DNLS equation (3.3.12) can be
formulated as the reversible second-order discrete map[

xn+1

yn+1

]
=
[

yn
2yn + f(yn)− xn

]
, (3.3.16)

where f(yn) := −ωyn − y2p+1
n . The discrete map (3.3.16) is reversible with respect

to the involution

R =
[

0 1
1 0

]
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in the sense that if the map (3.3.16) is represented by

xn+1 = T(xn), xn =
[

xn

yn

]
, T(xn) =

[
yn

2yn + f(yn)− xn

]
,

then

Rxn+1 =
(
RTR−1

)
Rxn = T−1Rxn, T−1(xn) =

[
2xn + f(xn)− yn

xn

]
.

Fixed points of the involution Rx = x belong to the one-dimensional set x = y,
which corresponds to the symmetry constraint φ0 = φ1 for the two consequent
nodes n = 0 and n = 1. Therefore the involution R is useful to generate the
bond-symmetric localized mode (3.3.14).

To generate the site-symmetric localized mode (3.3.13), we can see that the map
T is also reversible with respect to the involution RT, where the fixed points of
RT belong to the one-dimensional set 2x = 2y + f(y), which corresponds to the
symmetry constraint φ−1 = φ1 for the two nodes adjacent to the central site n = 0.

Exercise 3.26 Consider the involution

R̃ =
[

0 −1
−1 0

]
and show that the fixed points of the involutions R̃ and R̃T may be useful to gen-
erate two kink solutions {φn}n∈Z such that limn→±∞ φn = ±φ∞, where f(φ∞) = 0
for some φ∞ > 0. The two kink solutions associated with the fixed points of R̃ and
R̃T have the symmetries

φ−n = −φn+1 and φ−n = −φn for all n ∈ Z.

We shall construct the localized mode φ of the stationary equation (3.3.12) as a
homoclinic orbit of the second-order discrete map (3.3.16), which is an intersection
of discrete trajectories along stable and unstable manifolds from the hyperbolic
equilibrium point x = 0. If an unstable trajectory for all n ≤ 0 intersects with the
set of fixed points of the involution R (or those of the involution RT) at n = 0, then
the stable trajectory can be constructed for all n > 0 by the symmetric reflection
of the unstable trajectory, thanks to the reversibility of the map T with respect to
R (or RT). This construction gives the following theorem.

Theorem 3.12 Assume that f(x) is an odd C1 function with f ′(0) > 0 that has
only one positive zero at x∗ with f(x) < 0 for some x > x∗. Then, the second-
order discrete map (3.3.16) has a homoclinic orbit symmetric with respect to the
involution R and a homoclinic orbit symmetric with respect to the involution RT.

Proof It is sufficient to consider a homoclinic orbit symmetric with respect to the
involution R, that is, with respect to the diagonal y = x on the phase plane (x, y).
Let Wu(0) denote the discrete trajectory along the unstable manifold from the
hyperbolic fixed point (0, 0), thanks to f ′(0) > 0. The linearized trajectory Eu(0)
is located at the straight line y = λx with λ > 1 and Wu(0) is tangent to Eu near
the origin (0, 0) by the Unstable Manifold Theorem (Appendix B.13).
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The proof consists of two steps. In the first step, we need to show that trajectory
Wu(0) intersects the horizontal line segment y = x∗ for x ∈ (0, x∗), where x∗ is the
only positive zero of f(x). This is obvious from the property that f(x) > 0 for all
x ∈ (0, x∗), which gives yn > xn as long as xn ∈ (0, x∗). In the second step, we need
to show that Wu(0) intersects the diagonal y = x for some x > x∗. This follows
from the condition that f(x) < 0 for all x > x∗.

Exercise 3.27 Show that if f(x) is an odd C1 function with f ′(0) < 0 that
has only one positive zero x∗ with f ′(x∗) > 0, then the second-order discrete map
(3.3.16) has a heteroclinic orbit from −x∗ to x∗, which is symmetric with respect
to the involution R̃.

For the stationary DNLS equation (3.3.12), we have f(x) = −ωx − x2p+1. The
zero solution φ = 0 is a hyperbolic point either for ω < 0 or for ω > 4 but we have
seen that no localized modes exist for ω > 4. For any ω < 0 and p > 0, we have
f ′(0) = −ω > 0 and there exists exactly one positive zero x∗ = |ω|1/2p of f(x). By
Theorem 3.12, the stationary DNLS equation (3.3.12) with ω < 0 and p > 0 admits
the localized modes (3.3.13) and (3.3.14).

Exercise 3.28 Consider the saturable DNLS equation

φn+1 − 2φn + φn−1 + γ
|φn|2φn

1 + |φn|2
+ ωφn = 0, n ∈ Z

for γ > 0 and show that the localized modes are real and exist for any ω ∈ (−γ, 0).

3.3.4 Exact solutions of the nonlinear Dirac equations

Consider the stationary nonlinear Dirac equations,{
iu′(x) + ωu(x) + v(x) = ∂ūW (u, ū, v, v̄),

−iv′(x) + ωv(x) + u(x) = ∂v̄W (u, ū, v, v̄),
x ∈ R, (3.3.17)

where (u, v) ∈ C
2 and W (u, ū, v, v̄) : C

4 → R can be written in the form (Section
1.2.3)

W = W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū). (3.3.18)

Exercise 3.29 Show that a localized mode of the stationary equations (3.3.17)
is a critical point of the energy functional,

Eω(u, ū, v, v̄) = H(u, ū, v, v̄)− ωQ(u, ū, v, v̄),

where H and Q are the Hamiltonian and power invariants of the nonlinear Dirac
equations (Section 1.2.3). Prove that Eω(u, ū, v, v̄) is not bounded either from above
or from below in a neighborhood of u = v = 0.

It is difficult to prove existence of critical points of the sign-indefinite energy
functional Eω(u, ū, v, v̄) using variational methods. Some results in this direction
are reported by Esteban & Séré [54]. We can still find exact analytical solutions
of the stationary nonlinear Dirac equations (3.3.17) using elementary integration
techniques.
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Lemma 3.13 Assume that there exists a localized mode (u, v) of system (3.3.17)
with (3.3.18) that is continuous for all x ∈ R and decays to zero as |x| → ∞. Then

u(x) = v̄(x) for all x ∈ R (3.3.19)

up to the multiplication of (u, v) by eiα, α ∈ R.

Proof If W satisfies (3.3.18), then

(u∂u − ū∂ū + v∂v − v̄∂v̄)W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū) = 0. (3.3.20)

System (3.3.17), symmetry (3.3.20), and the decay of (u, v) to zero as |x| → ∞
imply that

d

dx

(
|u|2 − |v|2

)
= 0, ⇒ |u|2 − |v|2 = 0, x ∈ R. (3.3.21)

Using polar form for (u, v) ∈ C
2 with |u| = |v|, we write{

u(x) =
√
Q(x)eiΘ(x)+iΦ(x),

v(x) =
√

Q(x)e−iΘ(x)+iΦ(x),
(3.3.22)

where the three real-valued functions Q, Θ, and Φ satisfy the following system of
differential equations{

iQ′ − 2Q(Θ′ + Φ′) + 2ωQ + 2Qe−2iΘ = 2ū∂ūW,

−iQ′ − 2Q(Θ′ − Φ′) + 2ωQ + 2Qe2iΘ = 2v̄∂v̄W.
(3.3.23)

Separating the real parts, we obtain⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q(cos(2Θ) + ω −Θ′ − Φ′) = Re (ū∂ūW ) ,

Q(cos(2Θ) + ω −Θ′ + Φ′) = Re (v̄∂v̄W ) ,

Q′ = 2Q sin(2Θ) + 2 Im(ū∂ūW ),

Q′ = 2Q sin(2Θ)− 2 Im(v̄∂v̄W ),

(3.3.24)

where the last equation is redundant thanks to the gauge symmetry (3.3.20). On
the other hand, it follows from representation (3.3.18) that

(u∂u + ū∂ū − v∂v − v̄∂v̄)W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū)||u|=|v| = 0. (3.3.25)

As a result, the first two equations of system (3.3.24) tell us that

Φ′(x) = 0 ⇒ Φ(x) = Φ0, x ∈ R.

If Φ0 = 0, the localized mode enjoys reduction (3.3.19), whereas if Φ0 ∈ R, the
reduction holds up to the multiplication of (u, v) by eiΦ0 .

If we set Φ0 = 0, then system (3.3.24) is rewritten in the equivalent form{
Q′ = 2Q sin(2Θ) + 2 Im (ū∂ūW ) ,

QΘ′ = ωQ + Q cos(2Θ)− Re (ū∂ūW ) .
(3.3.26)

The following result shows that the Hamiltonian system (3.3.26) has the standard
symplectic structure.
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Corollary 3.1 Let u = v̄ =
√
QeiΘ. The stationary nonlinear Dirac equations

(3.3.17) reduce to the planar Hamiltonian system,

d

dx

(
p

q

)
=
(

0 −1
+1 0

)
∇h(p, q), (3.3.27)

where p = 2Θ, q = Q, and h(p, q) = W̃ (p, q) − 2q cos(p) − 2ωq with W̃ (p, q) =
W (2q, q2, 2q cos(p)).

Proof System (3.3.26) is equivalent to the Hamiltonian system (3.3.27) if{
∂pW̃ (p, q) = i (u∂u − ū∂ū)W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū),

q∂qW̃ (p, q) = (u∂u + ū∂ū)W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū),
(3.3.28)

which follows from the chain rule.

The system of stationary equations (3.3.17) is of the fourth order. Although
it also has the standard symplectic structure with a Hamiltonian function, it is
not integrable unless another constant of motion exists. We are lucky to have this
additional conserved quantity (3.3.21), which enables us to convert system (3.3.17)
to the planar Hamiltonian system (3.3.27). The word “planar” means that the
system can be analyzed on the phase plane (p, q), where we can draw all trajectories
from the level set of the Hamiltonian function

h(p, q) = W̃ (p, q)− 2q cos(p)− 2ωq = h0.

The particular trajectory with h(p, q) = 0 gives the localized mode of the stationary
nonlinear Dirac equations (3.3.17).

Exercise 3.30 Plot trajectories on the phase plane (p, q) for

W =
1
2
(
|u|4 + 4|u|2|v|2 + |v|4

)
and show the trajectory for the localized mode.

Explicit solutions of the planar Hamiltonian system (3.3.27) can be found if W
is a homogeneous polynomial in its variables. These explicit solutions are obtained
by Chugunova & Pelinovsky [35].

Exercise 3.31 Consider the stationary NLS equation with power nonlinearity,

φ′′(x) + (p + 1)φ2p+1(x) + ωφ(x) = 0, x ∈ R, p > 0,

and find the explicit solution for a localized mode φ(x).

Let W be a homogeneous polynomial of degree 2n ≥ 4. The function W̃ (p, q) can
be parameterized in the form

W̃ (p, q) = qn
n∑

s=0

As cos(sp), (3.3.29)
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where {As}ns=0 is a set of real-valued coefficients. System (3.3.27) can be rewritten
in the explicit form{

q′ = 2q sin(p)− qn
∑n

s=0 sAs sin(sp),

p′ = 2ω + 2 cos(p)− nqn−1
∑n

s=0 As cos(sp).
(3.3.30)

The first integral of system (3.3.30) is now written in the form

h(p, q) = −2ωq − 2 cos(p)q + qn
n∑

s=0

As cos(sp) = 0, (3.3.31)

where the constant of integration is set to zero because q(x)→ 0 as |x| → ∞. As a
result, the second-order system (3.3.30) reduces to the first-order equation

p′(x) = −2(n− 1)(ω + cos(p)), x ∈ R, (3.3.32)

whereas the positive function q(x) can be found from p(x) by

qn−1 =
(cos(p) + ω)∑n
s=0 As cos(sp)

. (3.3.33)

As an example, let us consider the quartic function W ,

W =
a1

2
(|u|4 + |v|4)+a2|u|2|v|2 +a3(|u|2 + |v|2)(vū+ v̄u)+

a4

2
(vū+ v̄u)2, (3.3.34)

where (a1, a2, a3, a4) are arbitrary parameters. Using (3.3.29) for n = 2, we obtain
the correspondence

A0 = a1 + a2 + a4, A1 = 4a3, A2 = a4.

Define t = cos(p) ∈ [−1, 1] and

q(p) =
t + ω

φ(t)
, φ(t) = a1 + a2 + 4a3t + 2a4t

2.

Let us also introduce new parameters for any ω ∈ [−1, 1]:

β =
√

1− ω2 ∈ [0, 1], μ =
1 + ω

1− ω
∈ R+.

The first-order equation (3.3.32) with n = 2 can be solved using the substitution

t =
1− z2

1 + z2
⇔ z2 =

1− t

1 + t
.

After integration with the symmetry constraint p(0) = 0, we obtain the solution∣∣∣∣z −√μz +
√
μ

∣∣∣∣ = e2βx, x ∈ R. (3.3.35)

Two separate cases are considered:

(I) |z| ≤ √μ : z = −√μ sinh(βx)
cosh(βx)

, t =
cosh2(βx)− μ sinh2(βx)
cosh2(βx) + μ sinh2(βx)

, (3.3.36)

and

(II) |z| ≥ √μ : z = −√μcosh(βx)
sinh(βx)

, t =
sinh2(βx)− μ cosh2(βx)
sinh2(βx) + μ cosh2(βx)

. (3.3.37)
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Let us introduce new parameters

A = a1 + a2 − 4a3 + 2a4,

B = 2(a1 + a2)− 4a4,

C = a1 + a2 + 4a3 + 2a4.

It is clear that A = φ(−1) and C = φ(1).
In case (I), we have t + ω ≥ 0 and φ(t) ≥ 0, so that

q(x) =
(1 + ω)((μ + 1) cosh2(βx)− μ)

(Aμ2 + Bμ + C) cosh4(βx)− (Bμ + 2Aμ2) cosh2(βx) + Aμ2
. (3.3.38)

In case (II), we have t + ω ≤ 0 and φ(t) ≤ 0, so that

q(x) =
(1 + ω)(1− (μ + 1) cosh2(βx))

(Aμ2 + Bμ + C) cosh4(βx)− (Bμ + 2C) cosh2(βx) + C
. (3.3.39)

The asymptotic behavior of the function q(x) as |x| → ∞ depends on the location
of the zeros of the function ψ(μ) = Aμ2 + Bμ + C.

Case A < 0, C > 0: The quadratic polynomial φ(t) has exactly one root at
t1 ∈ (−1, 1). Two branches of decaying solutions with positive amplitude q(x) exist.
One branch occurs for −1 ≤ ω ≤ −t1 and the other one occurs for −t1 ≤ ω ≤ 1.
At the point ω = −t1, the solution is bounded and decaying.

Case A > 0, C > 0: The quadratic polynomial φ(t) has no roots or two roots on
(−1, 1). If φ(t) does not have any roots on (−1, 1), a decaying solution with positive
amplitude q(x) exists for any ω ∈ (−1, 1). If φ(t) has two roots at t1, t2 ∈ (−1, 1),
a decaying solution exists only on the interval −1 ≤ ω ≤ max(t1, t2). At the point
ω = −max(t1, t2), the solution becomes bounded but non-decaying if t1 �= t2 and
unbounded if t1 = t2.

Case A < 0, C < 0: The quadratic polynomial φ(t) has no roots or two roots on
(−1, 1). If φ(t) does not have any roots on (−1, 1), a decaying solution with positive
amplitude q(x) exists for any ω ∈ (−1, 1). If φ(t) has two roots at t1, t2 ∈ (−1, 1),
a decaying solution exists only on the interval –min(t1, t2) ≤ ω ≤ 1. At the point
ω = −min(t1, t2), the solution becomes bounded but non-decaying if t1 �= t2 and
unbounded if t1 = t2.

Case A > 0, C < 0: No decaying solutions with positive amplitude q(x) exist.
If a1 = 1, a2 = 2, and a3 = a4 = 0, we obtain the explicit solution for the

localized mode,

u(x) =

√
2(1 + ω)√

3
[
cosh(βx) + i

√
μ sinh(βx)

] . (3.3.40)

When ω → −1 (that is, μ → 0 and β → 0), the localized mode (3.3.40) is small
in amplitude and broad in width. In this case, u(x) ∼ sech(βx), which shows the
similarity of the localized mode with the soliton of the stationary NLS equation.

When ω → 1 (that is, μ → ∞ and β → 0), the localized mode (3.3.40) is finite
in amplitude and width and approaches the algebraically decaying solution,

ω = 1 : u(x) =
2√

3(1 + 2ix)
.

The explicit solution (3.3.40) is shown on Figure 3.4 for three values of ω.
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Figure 3.4 The graph of |u|2 versus x in the explicit solution (3.3.40) for three
values of parameter ω.

Exercise 3.32 Find the explicit solution for a localized mode if W is given by
(3.3.34) with a1 = a2 = a4 = 0 and a3 = 1.

Exercise 3.33 Consider the stationary quintic nonlinear Dirac equations with
the potential function

W = (|u|2 + |v|2)|u|2|v|2

and obtain the explicit solution for a localized mode.

3.4 Numerical methods

If none of the analytical methods help in the construction of localized modes, we
have to rely upon numerical approximations. In one spatial dimension, a variety
of numerical methods for finding localized modes are available, with the shooting
and Newton’s methods being the most widely used ones. However, in two and three
spatial dimensions, iteration methods based on spectral (Fourier) representations
are more desirable.

An effective iterative method for computing solitary wave solutions in a space of
two dimensions was proposed by Petviashvili in the pioneer paper [168]. Although
this method has been applied to numerous nonlinear problems in physics since
the 1970s, it was only recently when this method got its second birth among ap-
plied mathematicians. First, the convergence analysis for the canonical Petviashvili
method was developed by Pelinovsky & Stepanyants [160] and then used in the
works of Demanet & Schlag [45] and Chugunova & Pelinovsky [34]. Second, various
modifications of the Petviashvili and similar methods were proposed by Lakoba and
Yang [125, 126, 216, 217].
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We shall review the most important iterative procedures, spectral renormaliza-
tion and imaginary-time integration, in the context of the nonlinear stationary
equation

(c + L)φ = φp, (3.4.1)

where parameters p > 1 and c > 0 are fixed and L : Dom(L) ⊆ L2 → L2 is a
non-negative self-adjoint operator. We are looking for strong solutions φ ∈ Dom(L)
of equation (3.4.1).

In the context of the stationary focusing Gross–Pitaevskii equation,

−Δφ + V φ− |φ|2φ = ωφ, x ∈ R
d, (3.4.2)

we can think of the real-valued solutions φ(x) : R
d → R for ω < ω0 := inf σ(−Δ +

V ). These solutions correspond to localized modes in the semi-infinite gap of σ(−Δ+
V ). Comparison with equation (3.4.1) gives p = 3, c = ω0 − ω > 0, and L :=
−Δ + V − ω0. Note that L is the Schrödinger operator with a periodic potential,
which is self-adjoint in L2(Rd) with Dom(L) = H2(Rd) (Section 2.1). Thanks to
the choice of ω0, it is a non-negative operator in the sense of 〈Lu, u〉L2 ≥ 0.

3.4.1 Spectral renormalization

Since L is a non-negative operator, then (c+L) is an invertible operator on L2 for
any fixed c > 0. As a result, the stationary equation (3.4.1) is equivalent to the
fixed-point problem φ = T (φ) for the nonlinear operator T given by

T (u) := (c + L)−1up.

We would like to consider a sequence of functions {un}n∈N in Dom(L) and define
the iterative rule un+1 = T (un), n ∈ N in a hope that the sequence converges to a
fixed point φ of the nonlinear operator T in Dom(L). In other words, after writing
the stationary equation (3.4.1) as the fixed-point problem φ = T (φ), we can propose
a naive iterative algorithm,

un+1 = (c + L)−1
up
n, n ∈ N. (3.4.3)

However, this algorithm diverges for any p > 1 as can be seen from a simple sequence
un = anφ, where φ is a solution of the stationary equation (3.4.1) and the numerical
sequence {an}n∈N satisfies the power map,

an+1 = apn, n ∈ N.

The nonzero fixed point a∗ = 1 of the power map is unstable for any p > 1.
Therefore, we need to renormalize the iterative rule T . Such renormalizations are

sometimes referred to as the pre-conditioning of the iterative algorithms. Let us
observe that if φ ∈ Dom(L) is a solution of the stationary equation (3.4.1), then it
is true that

〈(c + L)φ, φ〉L2 = 〈φp, φ〉L2 . (3.4.4)



3.4 Numerical methods 175

The quotient between the left and right sides of (3.4.4) is inversely proportional
to the (p− 1)th power of φ and this inverse power can compensate the divergence
of the power map (3.4.3). As a result, let us define the new iterative rule by

un+1 = Mγ
n (c + L)−1

up
n, (3.4.5)

where γ > 0 is a parameter and

Mn ≡M(un) :=
〈(c + L)un, un〉L2

〈up
n, un〉L2

. (3.4.6)

Since we modified the definition of the iterative rule, it is important to check that
the fixed points of the iteration map (3.4.5)–(3.4.6) are still equivalent to the strong
solutions of the stationary equation (3.4.1).

Lemma 3.14 Assume γ �= 1+2n for any n ∈ N. A set of fixed points of the iter-
ation map (3.4.5)–(3.4.6) is equivalent to a set of strong solutions of the stationary
equation (3.4.1).

Proof Let un = φ be a solution of the stationary equation (3.4.1) for some n ≥
1. Then, it follows from (3.4.6) that Mn = 1 and from (3.4.5) that un+1 = φ.
Therefore, φ is a fixed point of the iteration map (3.4.5)–(3.4.6).

In the other direction, let u∗ be a fixed point of the iteration map (3.4.5)–(3.4.6).
Multiplying (3.4.5) by (c+L)u∗ and integrating over x ∈ R

d, we find that M∗ = Mγ
∗ .

When γ �= 1 + 2n, n ∈ N, there exist only two real-valued solutions of

M∗(1−Mγ−1
∗ ) = 0,

either M∗ = 0 or M∗ = 1. Since (c + L) is strictly positive, the former solution is
equivalent to a zero solution u∗ ≡ 0. The nonzero fixed point of (3.4.5) with M∗ = 1
satisfies the stationary equation (3.4.1), so that u∗ = φ.

After we established that the iterative method (3.4.5)–(3.4.6) has the same set of
fixed points as the stationary equation (3.4.1), we can now study if a sequence of
iterations {un}n≥1 converges to a nonzero fixed point φ in Dom(L). The following
theorem gives the main result on convergence of the iterative method (3.4.5)–(3.4.6).

Theorem 3.13 Let L : Dom(L) ⊆ L2 → L2 be a non-negative self-adjoint opera-
tor. Let φ ∈ Dom(L) be a strong solution of the stationary equation (3.4.1). There
exists an open neighborhood of φ ∈ Dom(L), in which the sequence of iterations
{un}n∈N defined by the iterative method (3.4.5)–(3.4.6) with γ ∈ (1, (p + 1)/(p− 1))
converges to φ if H = c+L−pφp−1 : Dom(L)→ L2 has exactly one negative eigen-
value, no zero eigenvalue, and

either φp−1(x) ≥ 0 or
∣∣∣inf

x
φp−1(x)

∣∣∣ < c

p
. (3.4.7)

Remark 3.9 Because Hφ = (c + L)φ − pφp = (1 − p)φp with (1 − p) < 0, it is
clear that H has at least one negative eigenvalue in L2.
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Remark 3.10 It will be clear from the proof that if H has two negative eigenval-
ues, the sequence of iterations {un}n∈N diverges from the fixed point φ in Dom(L).
Condition (3.4.7) gives a sufficient condition for convergence of the iterations and
can be replaced by a sharper condition on eigenvalues of operator (c + L)−1H.

Remark 3.11 If we formulate the stationary equation as the root of the nonlinear
function

F (u) = (c + L)u− up : Dom(L)→ L2,

then H = DuF (φ) = c + L − pφp−1 is the Jacobian operator for the nonlinear
function F (u).

Proof A nonlinear operator T̃ (u) : Dom(L)→ Dom(L) is defined by

T̃ (u) := Mγ(u)(c + L)−1up.

By the assumption of the theorem, we know that there exists a fixed point φ ∈
Dom(L) of T such that φ = T̃ (φ). Moreover, T̃ is C1 with respect to u in Dom(L).
We need to prove that the iteration operator T̃ is a contraction in a small closed
ball Bδ(φ) ⊂ Dom(L) of radius δ > 0 centered at φ ∈ Dom(L), that is, there is
Q ∈ (0, 1) such that

∀u, v ∈ Bδ(φ) : ‖T̃ (u)− T̃ (v)‖Dom(L) ≤ Q‖u− v‖Dom(L). (3.4.8)

If v = φ is taken in the contraction property (3.4.8), then T̃ : Bδ(φ) → Bδ(φ). By
the Banach Fixed-Point Theorem (Appendix B.2), iterations {un}n∈N defined by
un+1 = T̃ (un) for n ≥ 1 converge to the unique asymptotically stable fixed point φ
in Bδ(φ), that is, to φ.

Because T̃ (u) is C1 with respect to u in Bδ(φ), the continuity of DuT̃ (u) near
u = φ implies that if we can prove that the spectrum of DuT̃ (φ) in L2 is confined
inside the unit circle, then the operator T̃ (u) is necessarily a contraction in Bδ(φ)
for sufficiently small δ > 0.

To study the spectrum of DuT̃ (φ) in L2, we decompose the sequence {un}n∈N

near the fixed point φ in the form un = φ+vn and neglect terms that are quadratic
with respect to vn. Then, we have

M(un) = 1 +
(1− p)〈φp, vn〉L2

〈φp, φ〉L2
+O(‖vn‖2Dom(L))

and

vn+1 =
γ(1− p)〈φp, vn〉L2

〈φp, φ〉L2
φ + vn − (c + L)−1Hvn +O(‖vn‖2Dom(L)).

Operator (c+L)−1H = I−p(c+L)−1φp−1 : Dom(L)→ Dom(L) is bounded. There
is at least one negative eigenvalue λ = 1− p < 0 of (c+L)−1H associated with the
exact eigenfunction

(c + L)−1Hφ = φ− p(c + L)−1φp = (1− p)φ.

Note that the adjoint operator H(c+L)−1 has the exact eigenfunction for the same
eigenvalue

H(c + L)−1φp = Hφ = (1− p)φp.
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Let us consider the orthogonal decomposition

vn = αnφ + wn,

where αn is the projection in the direction of the eigenvector φ, which is orthogonal
to φp. Therefore, we have

αn =
〈φp, vn〉L2

〈φp, φ〉L2
,

whereas wn is uniquely defined in the constrained space

Xc = {w ∈ Dom(L) : 〈φp, w〉L2 = 〈(c + L)φ,w〉L2 = 0} . (3.4.9)

Substituting the decomposition for vn into the linearized iteration equations, we
obtain {

wn+1 = wn − (c + L)−1Hwn,

αn+1 = (p− γ(p− 1))αn,
n ∈ N.

The sequence {αn}n∈N converges to zero if and only if γ ∈ (1, (p + 1)/(p− 1)).
The sequence {wn}n∈N ∈ Dom(L) converges to zero if and only if all eigenvalues of
(c + L)−1H in the constrained space Xc are located in the interval (0, 2).

We need to show that the operator (c + L)−1H in the constrained space Xc has
no negative and zero eigenvalue if H in the unconstrained space L2 has only one
negative and no zero eigenvalues. This is done in two steps, which rely on the two
abstract results from Section 4.1.

Let Pc be the orthogonal projection operator from Dom(L) to Xc. We consider
operator H|Xc

= PcHPc restricted in the constrained space Xc.
First, it follows from Theorem 4.1 (Section 4.1.1) that if 〈H−1φp, φp〉L2 < 0,

then H|Xc
has one less negative eigenvalue compared to operator H in L2. This

condition is definitely true as (c + L) is strictly positive and

〈H−1φp, φp〉L2 = − 1
p− 1

〈φ, φp〉L2 = − 1
p− 1

〈(c + L)φ, φ〉L2 < 0.

Second, it follows from Theorem 4.2 (Section 4.1.2) that if H|Xc
has no negative

and zero eigenvalues, then (c+ L)−1H|Xc
has no negative and zero eigenvalues for

any positive operator (c + L)−1.
We now need to eliminate eigenvalues of (c + L)−1H|Xc

at and above 2. To
estimate the upper bound on the spectrum of (c + L)−1H|Xc

, we note that

σ
(
(c + L)−1H|Xc

)
− 1 ≤ −p inf

‖u‖L2=1
〈(c + L)−1φp−1u, u〉L2 . (3.4.10)

If φp−1(x) ≥ 0 for all x ∈ R
d, the right-hand side of (3.4.10) is zero. Otherwise,

the right-hand side of (3.4.10) is bounded from above by (p/c)
∣∣infx∈Rd φp−1(z)

∣∣.
To ensure that σ

(
(c + L)−1H|Xc

)
< 2, we add the condition (3.4.7).

Remark 3.12 The optimal rate of convergence occurs if γ = p/(p− 1), in which
case the sequence {αn}n∈N reaches zero already at the first iteration. The conver-
gence rate of the method is still linear since the sequence {wn}n∈N in Xc converges
to zero only exponentially fast.
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Remark 3.13 If the stationary equation (3.4.1) has translational symmetry and
φ(x) is symmetric, then operator H has a zero eigenvalue with the eigenvectors
given by {∂xj

φ(x)}dj=1. However, the eigenvectors are antisymmetric and H has a
trivial kernel in the space of symmetric functions in Dom(L).

Exercise 3.34 Consider eigenvalues of the spectral problem

Hw = λ(c + L)w, w ∈ Xc

where Xc is defined by (3.4.9) and assume that φp−1(x) ≥ 0 for all x ∈ R
d and

that (c + L) is a positive operator from Dom(L) to L2. Prove that there exists an
infinite sequence of simple eigenvalues in the interval λ ∈ (0, 1), which accumulate
to λ = 1 from the left.

Remark 3.14 The constrained space Xc defined by (3.4.9) appears naturally in
the variational method of Section 3.1.1, where φ is a minimizer of

I(u) := 〈(c + L)u, u〉L2

subject to a fixed J(u) = ‖u‖p+1
Lp+1 > 0. Moreover, the condition M(φ) = 1 at the

solution φ of the stationary equation (3.4.1) illustrates that I(φ) = J(φ).

Exercise 3.35 Assume that φ(x) is a solution of the stationary equation (3.4.1),
substitute un(x) = anφ(x) for a sequence {an}n∈N, and reduce the iteration map
(3.4.5)–(3.4.6) to the power map,

an+1 = ap−γ(p−1)
n , n ∈ N.

Show that the fixed point a∗ = 1 is stable if and only if γ ∈ (1, (p + 1)/(p− 1)).

Coming to the computational aspects of the spectral renormalization method
(3.4.5)–(3.4.6), let us consider a localized mode in the focusing Gross–Pitaevskii
equation (3.4.2) with d = 1. For cubic nonlinearity, we can fix γ = 3

2 in (3.4.5).
Besides the theoretical convergence criterion described in Theorem 3.13, there are

additional factors in the numerical approximation of φ(x) that come from the spa-
tial discretization of the continuous derivatives, truncation of the computational
interval, and termination of iterations within the given tolerance bound. There
are several methods for computation of spatial discretizations of the continuous
derivatives. One method is based on the truncation of the Fourier series for peri-
odic functions. Another method is based on the finite-difference approximations of
derivatives. Because operator L has x-dependent potential V (x), the latter method
is more robust in the context of localized modes in periodic potentials.

Let the periodic potential V (x) have two centers of symmetry on [0, 2π) at the
minimum and maximum points at x = 0 and x = π respectively. The Jacobian
operator

H = c + L− 3φ2(x)

has exactly one negative eigenvalue if φ(x) is centered at the minimum of V (x) and
two negative eigenvalues if φ(x) is centered at the maximum of V (x) at least for
large c > 0 (Section 3.2.3). Both solutions are positive for all x ∈ R. Therefore,
the spectral renormalization method can be used for the former solution without
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Figure 3.5 Top: the numerical approximation of the localized mode φ obtained
in the spectral renormalization method. Bottom: convergence of the errors EM

and E∞ with the number of iterations.

any modifications. For the latter solution, we can enforce the symmetry of solution
φ(x) about the maximum point x = π. Because the corresponding eigenfunction
for the second negative eigenvalue of H is odd, the operator H restricted to the
space of even functions with respect to the point x = π has only one negative
eigenvalue.

Figure 3.5 (top) shows the numerical approximation of the localized mode φ(x) for
ω = 0.1 and V (x) = 1− cos(x) starting with u0(x) = sech(x). Figure 3.5 (bottom)
displays the convergence of the errors EM = |Mn − 1| and E∞ = ‖un+1 − un‖L∞

computed dynamically as n increases. We can see that the error EM converges to
zero faster than the error E∞.
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Figure 3.6 The numerical approximation of the localized mode φ obtained in the
spectral renormalization method for ω = −0.5 (top) and ω = 0.2 (bottom).

Figure 3.6 shows the numerical approximation of the localized mode φ(x) for
V (x) = 1 + cos(x) starting with u0(x) = 2 sech(x) for ω = −0.5 (top) and ω = 0.2
(bottom). The localized mode φ(x) is now centered at the point of the maximum
of V (x) and the symmetry of iterations {un(x)}n∈N about this point is enforced
for the convergence of the spectral renormalization method. We can see that the
localized mode consists of one pulse for negative values of ω but it consists of two
pulses for positive values of ω.

When the iteration method is applied to the two-pulse localized mode described
in Theorem 3.6 (Section 3.2.4), we would run into a problem. The Jacobian operator
H at the two-pulse localized mode φ(x) has two negative eigenvalues if each pulse is
centered at the minimum point of V (x) and four negative eigenvalues if each pulse
is centered at the maximum of V (x).
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Figure 3.7 Top: the numerical approximation of the two-pulse in-phase localized
mode φ obtained in the spectral renormalization method starting with (3.4.11).
Bottom: convergence of the errors EM and E∞ with the number of iterations.

In the former case, only one negative eigenvalue of H is associated with the eigen-
function symmetric about the midpoint between the two pulses. Therefore, if the
symmetry with respect to reflection about the midpoint is enforced, iterations of
the spectral renormalization method converge for this two-pulse localized mode. In
the latter case, however, two negative eigenvalues are associated with the eigen-
functions symmetric about the midpoint between the two pulses and this property
causes divergence of iterations of the spectral renormalization method.

The top panels of Figures 3.7 and 3.8 illustrate the numerical approximations of
the two-pulse localized mode for ω = −0.5 and V (x) = 1 + cos(x) starting with

u0(x) = 2 (sech(x− π)± sech(x + π)) , (3.4.11)
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Figure 3.8 Top: the numerical approximation of the two-pulse out-of-phase lo-
calized mode φ obtained in the spectral renormalization method starting with
(3.4.11). Bottom: convergence of the errors EM and E∞ with the number of
iterations.

where the in-phase mode occurs for the plus sign and the out-of-phase mode occurs
for the minus sign. The bottom panels of Figures 3.7 and 3.8 display the convergence
of the errors EM and E∞ computed dynamically as n increases. Because both pulses
are localized near the minima of the periodic potential, there is no problem with
convergence of iterations when the even or odd symmetry of un(x) is enforced.

Figures 3.9 and 3.10 display the final outputs (top) and the errors EM and E∞
(bottom) for ω = −1 and V (x) = 1− cos(x) starting with

u0(x) = 2 (sech(x− π − a) + sech(x + π + a)) (3.4.12)
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Figure 3.9 Top: the numerical approximation of the localized mode φ obtained in
the spectral renormalization method starting with (3.4.12) for a = 0.035. Bottom:
convergence of the errors EM and E∞.

for a = 0.035 and a = 0.040, respectively. In both cases, the iterations of the
spectral renormalization method involve three stages. At the first stage, the initial
condition relaxes to two uncoupled pulses centered at the maximum of the peri-
odic potential V (x). However, this relaxation is weakly unstable due to the second
negative eigenvalue of H in the space of even functions with respect to the mid-
point between the two pulses. The instability of iterations develops at the second
stage leading to the convergence of iterations to other stable fixed points at the
third stage. For a = 0.035, the iterations converge to the one-pulse localized mode
centered at the point x = 0 (Figure 3.9). For a = 0.040, the iterations converge to
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Figure 3.10 Top: the numerical approximation of the localized mode φ obtained
in the spectral renormalization method starting with (3.4.12) for a = 0.040.
Bottom: convergence of the errors EM and E∞.

the two-pulse localized mode centered at the points x = 2π and x = −2π (Figure
3.10). In all these cases, the localized modes are centered at the points of mini-
mum of V (x). Similar results are valid for out-of-phase configurations of the initial
two-pulse approximation.

To capture the two-pulse localized mode in a similar situation, Chugunova &
Pelinovsky [34] used a root finding procedure for the minimum of the error E∞ with
respect to different values of a in the starting approximation u0. This numerical
subroutine captures the unstable fixed points of the iterative method, when the
instability is induced by the second (small) negative eigenvalue of the linearized
operator H.
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The spectral renormalization method cannot be useful for approximations of
three-pulse and multi-pulse localized modes because the number of negative eigen-
values in the space of even functions exceeds one and violates the contraction crite-
rion in Theorem 3.13. In one dimension, one can apply a shooting method or Newton
iterations, whereas approximations of multi-pulse solutions in higher dimensions is
a more challenging problem.

A number of modifications of the spectral renormalization method have appeared
recently in the literature. Lakoba & Yang [125] considered non-power nonlinear
functions in the boundary-value problem

(c + L)φ = f(φ).

In this case, the negative eigenvalue of the operator T = (c+L)−1f ′(φ) still exists
but φ is no longer an exact eigenvector for this eigenvalue. As a result, it is more
difficult to prove that the constraint 〈f(φ), w〉L2 removes the negative eigenvalue of
the linearized iteration operator in the constrained space Xc. Other modifications
are also reported in [125] concerning the choice of the constraint in the stabilizing
factor Mn and the choice of the iterative algorithm.

Exercise 3.36 Consider another iteration method for (3.4.1),

un+1 = Mγ
n (c + L)−1up

n, n ∈ N,

where

Mn =
〈un, un〉L2

〈up
n, (c + L)−1un〉L2

,

and prove that the convergence criterion of this method is the same as in Theorem
3.13.

Exercise 3.37 Consider another iteration method for (3.4.1),

un+1 = un + h

(
−un + (c + L)−1up

n + γ
〈un, (c + L)un − up

n〉L2

〈un, (c + L)un〉L2
un

)
, n ∈ N,

and prove that there is a choice of h > 0 and γ > 0 such that the linearized iteration
operator is a contraction, no matter if the condition (3.4.7) is satisfied or not.

3.4.2 Imaginary-time integration

Solutions of the stationary equation (3.4.1) are also equivalent to the time-
independent solutions of the evolution equation

uτ = −(c + L)u + up, τ > 0, (3.4.13)

where τ is an artificial time variable. Compared to the Gross–Pitaevskii equation,

iψt = (c + L)ψ − |ψ|2ψ, t > 0, (3.4.14)

where c+L = −Δ+V (x)−ω for a fixed ω ∈ R, the solution u(x, τ) is a real-valued
function and the time τ ∈ R is related to the imaginary time t ∈ iR by τ = it.
This correspondence suggests the name of the numerical method as imaginary-time
integration.
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The imaginary-time integration method is inspired by an old idea that the itera-
tive algorithm for solutions of an elliptic equation can be obtained from a numerical
solution of a parabolic equation, which has the same set of stationary solutions as
the elliptic equation does. When the stationary solution is asymptotically stable
with respect to the time evolution of a parabolic equation, these iterations re-
cover solutions of the elliptic equation as τ → ∞. If we look for strong solutions
u(τ) ∈ C(R+,Dom(L)) of the parabolic equation (3.4.13), then the iterations re-
cover strong solutions φ ∈ Dom(L) of the stationary equation (3.4.1).

There are multiple ways to discretize the time evolution equation (3.4.13) to
replace a continuous function u(·, τ) in Dom(L) by a sequence of functions {un}n≥1

in Dom(L) at τ = τn = nh with a small time step h > 0. One of the simplest
methods is the explicit Euler method, which takes the form

un+1 = un + h (−(c + L)un + up
n) , n ∈ N. (3.4.15)

However, there are two difficulties associated with the explicit Euler method (3.4.15).
First, since (c + L) is a strictly positive self-adjoint operator in L2, the funda-

mental evolution operator e−τ(c+L) of the linearized equation

uτ = −(c + L)u

forms a contraction semi-group and converges to zero as τ → +∞ at an exponential
rate. As a result, the solution of the initial-value problem associated with the time
evolution equation (3.4.13) for a small initial data is expected to converge to the
zero solution of the stationary equation (3.4.1).

Second, if we look at the fundamental evolution operator of the discretized lin-
earized equation

un+1 = un − h(c + L)un,

then we realize that the evolution operator is not a contraction and may lead to
artificial instabilities if L is unbounded from above, no matter how small h > 0
is! These instabilities have a numerical origin since the unstable spectrum of the
discretized evolution operator extends to the negative domain beyond multiplier
−1, whereas the spectrum of the continuous evolution operator is always confined
in the interval [0, 1] for τ ≥ 0.

The first problem is fixed if we add a constraint on the iterative method (3.4.15)
that would allow us to obtain a nonzero stationary solution φ of the stationary
equation (3.4.1). For example, we can preserve the L2 norm of functions in the
sequence {un}n≥1 obtaining thus the iterative method{

vn+1 = un(1− ch) + h(−Lun + up
n),

un+1 = Q1/2vn+1/‖vn+1‖L2 ,
n ∈ N, (3.4.16)

where Q = ‖un‖2L2 is fixed for any n ∈ N. The second problem can be fixed
by working with the implicit Euler or Crank–Nicholson methods or by using the
pre-conditioning operator (I + L)−1, which transforms the fundamental evolution
operator of the iterative method to a bounded operator. To simplify our presenta-
tion, we shall assume that L is a bounded operator, but more robust treatments of
unbounded operators can be found in Exercises 3.38 and 3.39.
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In the context of the stationary Gross–Pitaevskii equation (3.4.2), parameter c is
related to parameter ω of the localized mode. Recall from Section 3.2 that parame-
ters ω and Q are related along the solution family. If we fix ω, then Q is determined
along the solution family, and vice versa. This observation implies that the ex-
plicit iterative method (3.4.16) with two parameters c and Q (we exclude the time
step parameter h > 0 from the count) is over-determined and only one parameter
(namely, the fixed power Q) plays a role in the limiting stationary solution

φ = lim
τ→∞

u(·, τ).

The other parameter (namely, c) can be set to any number, for instance, to zero.
To confirm this claim, we prove the following lemma about the fixed points of the
iterative method (3.4.16).

Lemma 3.15 For sufficiently small h > 0, the set of fixed points of the iterative
method (3.4.16) in Dom(L) is equivalent to the set of solutions of the stationary
equation

(c̃ + L)φ = φp, (3.4.17)

where c̃ is uniquely defined from φ by the Rayleigh quotient,

c̃ =
〈(−Lφ + φp), φ〉L2

‖φ‖2L2

. (3.4.18)

Proof Let φ be a solution of the stationary equation (3.4.17) for some c̃. Then, if
un = φ, we obtain Q = ‖φ‖2L2 and

vn+1 = (1− hc + hc̃)φ.

For sufficiently small h > 0, we have 1− hc + hc̃ > 0. Hence, un+1 = φ and φ is a
fixed point of the iterative method (3.4.16).

In the opposite direction, let u∗ be the fixed point of (3.4.16). Then, we obtain

u∗ = ‖u∗‖L2
u∗(1− ch) + h(−Lu∗ + up

∗)
‖u∗(1− ch) + h(−Lu∗ + up

∗)‖L2
.

Therefore, there is a constant c̃ ∈ R such that −Lu∗ + up
∗ = c̃u∗. In other words,

u∗ = φ is a solution of the stationary equation (3.4.17).
In both cases, c̃ is found from the Rayleigh quotient (3.4.18) for the stationary

equation (3.4.17).

As a consequence of Lemma 3.15, it is sufficient to set c = 0 in the time evolu-
tion equation (3.4.13) and in the iterative method (3.4.16). Thus, we consider the
iterative method {

vn+1 = un + h(−Lun + up
n),

un+1 = Q1/2vn+1/‖vn+1‖L2 ,
n ∈ N. (3.4.19)

On the other hand, it would be more natural to denote c̃ = c in the stationary
equation (3.4.17) for the fixed points of the iterative method (3.4.19). The following
theorem gives the main result on convergence of the iterative method (3.4.19).
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Theorem 3.14 Let L : Dom(L) ⊆ L2 → L2 be a non-negative bounded self-
adjoint operator. Given Q > 0, let φ ∈ Dom(L) be a strong solution of the stationary
equation (3.4.1) for some c ∈ R and assume that the map c �→ Q is C1. For
sufficiently small h > 0, there exists an open neighborhood of φ in Dom(L), in
which the sequence of iterations {un}n≥1 defined by the iterative method (3.4.19)
for the same Q converges to φ if and only if H = c + L − pφp−1 : Dom(L) → L2

has exactly one negative eigenvalue, no zero eigenvalues, and dQ/dc > 0.

Proof The proof of this theorem follows the same steps as the proof of Theo-
rem 3.13 with the only difference being the computation of the linearized iteration
equation. We need to show that the linearized iteration operator is a contraction
operator. Let us substitute un = φ + vn into the iteration method (3.4.19) and ne-
glect all terms quadratic in ‖vn‖Dom(L). After some straightforward computations,
we obtain

vn+1 = vn −
h

1 + hc

(
Hvn −

〈Hvn, φ〉L2

‖φ‖2L2

φ

)
, (3.4.20)

where c appears in the stationary equation (3.4.17) for φ ∈ Dom(L).
It follows from (3.4.20) that

〈vn+1, φ〉L2 = 〈vn, φ〉L2 , n ∈ N.

The projection of {vn}n∈N in the direction of φ is constant in n ∈ N. Convergence
to zero can only be achieved in the constrained L2 space,

Xc = {v ∈ Dom(L) : 〈v, φ〉L2 = 0}, (3.4.21)

and we should require that 〈v1, φ〉L2 = 0 initially. The constrained L2 space reflects
the conservation of power

Q = ‖un‖2L2 = ‖φ‖2L2 + 2〈vn, φ〉L2 + ‖vn‖2L2 , n ∈ N.

If vn ∈ Xc, then Q = ‖φ‖2L2 up to the quadratic terms in vn. Let Pc be the or-
thogonal projection operator from Dom(L) to Xc. The linearized iteration equation
(3.4.20) can be rewritten in the form

vn+1 = vn −
h

1 + hc
PcHPcvn, n ∈ N. (3.4.22)

We need to consider the spectrum of H|Xc
= PcHPc restricted in the constrained

space Xc. In particular, any negative eigenvalue of H|Xc
leads to the divergence

of the linearized iteration equation (3.4.22). Thanks to Theorem 4.1 (Section 4.1.1),
operator H|Xc

has one less negative eigenvalue compared to operator H if
〈H−1φ, φ〉L2 < 0 and has the same number of negative eigenvalues if

〈H−1φ, φ〉L2 > 0.

Since H∂cφ = −φ, we obtain

〈H−1φ, φ〉L2 = −〈∂cφ, φ〉L2 = −1
2
dQ

dc
,
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where the map c �→ φ �→ Q is assumed to be C1 in c. If H has exactly one negative
eigenvalue and Q′(c) > 0, then H|Xc

has no negative eigenvalues. The linearized
iteration operator is a contraction if additionally

h

1 + hc
σ(H|Xc

) < 2. (3.4.23)

Since L is a bounded operator, σ(H|Xc
) is bounded from above. As a result, there

exists a small h0 > 0 such that condition (3.4.23) is satisfied for any h ∈ (0, h0) and
the iterative method (3.4.19) is a contraction in a local neighborhood of the fixed
point φ ∈ Dom(L). If H has more than one negative eigenvalue or if Q′(c) < 0,
then H|Xc

has at least one negative eigenvalue and the iterative method (3.4.19)
diverges near the fixed point φ.

If the unbounded differential operator L = −∂2
x + V (x) is replaced by the finite-

difference operator L = −Δ + V , where

(Δu)n = un+1 − 2un + un−1, (V u)n = Vnun, n ∈ Z,

then the conditions of Theorem 3.14 on L are satisfied.
The conditions in Theorem 3.14 on H and dQ/dc coincide with the stability con-

dition of a stationary solution φ with respect to the time evolution of the parabolic
equation (3.4.13). This condition coincides with the condition for orbital stability of
the positive stationary solution φ with respect to the time evolution of the Gross–
Pitaevskii equation (3.4.14) (Section 4.4.2). For a non-positive stationary solution
φ, the relationship becomes less explicit since another operator L− = c+L− φp−1

needs to be considered in addition to the Jacobian operator L+ = c+L−pφp−1 ≡ H

(Section 4.3).
The constrained space Xc given by (3.4.21) appears naturally in the variational

formalism of the stationary solution φ as the critical point of the Hamiltonian

H(u) = 〈(Lu− up), u〉L2

under a fixed Q(u) = ‖u‖2L2 , where c is a Lagrange multiplier of the energy func-
tional Ec(u) = H(u) − cQ(u). Equation (3.4.13) is a gradient flow which realizes
a continuous minimization of the Hamiltonian H(u) under fixed power Q(u). The
concentration compactness principle of Lions [134] allows one to predict when the
minimum can be achieved. Various discretizations of the minimization procedure
under a Q-normalized gradient flow were discussed by Bao & Du [16].

To discretize the continuous imaginary-time evolution equation (3.4.13), we ap-
plied the explicit Euler method (3.4.16). One can consider other discretizations such
as implicit methods which would leave out the requirement of Theorem 3.14 that
the linear operator L is bounded.

Exercise 3.38 Consider the implicit Euler method,{
vn+1 = (I + h(c + L))−1 (un + hup

n),

un+1 = Q1/2vn+1/‖vn+1‖L2 ,
n ∈ N, (3.4.24)
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Figure 3.11 Top: the numerical approximation of the localized mode φ obtained
in the explicit imaginary-time integration method. Bottom: convergence of the
error E∞ with the number of iterations.

and prove that this algorithm converges for small h > 0 if H and dQ/dc satisfy
the same conditions as in Theorem 3.14, no matter whether L is a bounded or
unbounded operator.

Exercise 3.39 Consider the implicit Crank–Nicholson method for the imaginary-
time evolution problem (3.4.13) and prove that it converges for small h > 0 if H
and dQ/dc satisfy the same conditions as in Theorem 3.14, no matter whether L is
a bounded or unbounded operator.

For an illustration on the convergence of the imaginary-time integration method
(3.4.19), let us consider again a localized mode in the focusing Gross–Pitaevskii
equation (3.4.2) with d = 1. Figure 3.11 (top) shows the numerical approximation
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Figure 3.12 Top: the numerical approximation of the localized mode φ obtained
in the implicit imaginary-time integration method. Bottom: convergence of the
error E∞ with the number of iterations.

of the localized mode for Q = 4 and V (x) = 1 − cos(x) starting with u0(x) =√
2 sech(x). Figure 3.11 (bottom) displays the convergence of the error E∞ =
‖un+1 − un‖L∞ versus n. We can see that the error E∞ converges very slowly
because the time step h = 0.001 is too small. The second-order difference approx-
imation is used for the second derivatives with the step size 0.2 and the time step
h has to be small to preserve stability of iterations of the explicit Euler method.

To avoid the stability constraint on h, we can implement the implicit Euler
method (3.4.24), where the parameter c is dynamically approximated at each
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iteration from the Rayleigh quotient, with

cn =
〈(−Lun + up

n), un〉L2

Q
.

Figure 3.12 (top) shows the numerical approximation of the localized mode for
Q = 4 and V (x) = 1 − cos(x) starting with u0(x) =

√
2 sech(x). Figure 3.12

(bottom) displays the convergence of the error E∞ versus n. We can see that the
error E∞ converges faster because the time step τ = 0.1 is bigger. The same level
of accuracy, 10−13, as on Figure 3.5 is now reached in 2630 iterations compared to
25 iterations of the spectral renormalization method.

There are several ways to accelerate convergence of the imaginary-time integra-
tion method (3.4.16). Garćıa-Ripoll & Pérez-Garćıa [64] used Sobolev gradients to
accelerate minimization of the square energy function

E(u) = ‖(Lu− up)‖2L2

under the fixed Q(u). Yang & Lakoba [216] introduced a similar square operator
method, written in the explicit form by

un+1 = un + h
(
−L(−Lun + up

n) + p(−Lun + up
n)p−1

)
, n ∈ N,

for a time step h > 0. The latter method was applied to more general nonlinear
evolution equations and was modified using “pre-conditioned” factors to accelerate
iterations. As a result, localized modes were approximated numerically even in finite
band gaps of the spectrum of L = −Δ + V (x) with V ∈ L∞

per(R
d) for d = 2.

In their follow-up works, Yang & Lakoba also discussed acceleration of the spec-
tral normalization and imaginary-time integration methods using a mode elimi-
nation technique [126] and a “pre-conditioned” positive operator [217], which are
introduced to improve the contraction properties of the linearized iteration oper-
ator. Lakoba [127] also considered the conjugate gradient method as yet another
iteration method to reduce the number of iterations in the numerical approximation
of stationary localized modes.
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Stability of localized modes

The only reason for time is so that everything doesn’t happen at once.
– Albert Einstein.

Be wise and linearize!
– Mathematical proverb.

Localized modes mean nothing to physicists if they are not observed in real
experiments. No physicists would waste their time talking about unstable localized
modes, which are destroyed by a small disturbance in the initial data. To sort out
different families of localized modes in nonlinear evolution equations, the existence
of which was studied in Chapter 3, we introduce here the concept of their stability
with respect to time evolution and describe robust methods of stability analysis.

Many nonlinear evolution equations with localized modes can be written in the
Hamiltonian form (Section 1.2),

i
dψ

dt
= ∇ψ̄H(ψ, ψ̄),

where H(ψ, ψ̄) : X×X → R is the Hamiltonian functional defined on some Hilbert
space X ⊂ L2 and ψ is the complex-valued vector function. Because of the time
translational invariance, the value of H(ψ, ψ̄) is constant in t ∈ R if ψ(t) is a
solution of the Hamiltonian system. Additionally, there is a conserved gauge func-
tional Q(ψ, ψ̄) : X ×X → R, which is related to the gauge transformation of the
Hamiltonian system.

If a localized mode φ ∈ X is a stationary solution of the Hamiltonian system,
then φ is a critical point of the energy functional (Section 3.1)

Eω(ψ, ψ̄) = H(ψ, ψ̄)− ωQ(ψ, ψ̄)

in the sense

∀v ∈ X :
d

dε
Eω(φ + εv, φ̄ + εv̄)

∣∣∣∣
ε=0

= 0.

Here ω is the Lagrange multiplier and, simultaneously, a parameter of the localized
mode φ. Using the gauge transformation, the Hamiltonian system can be rewritten
in the equivalent form

i
du
dt

= ∇ūEω(u, ū),
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where u is a new variable expressed from ψ via the linear transformation (Section
1.2). Now u = φ becomes a time-independent solution of the Hamiltonian system
in the new coordinates.

Let us expand the energy functional Eω(u, ū) in the neighborhood of the critical
point φ,

∀v ∈ X : Eω(φ + v, φ̄ + v̄) = Eω(φ, φ̄) +
1
2
E′′

ω(v, v̄) +O(‖v‖3X),

where E′′
ω(v, v̄) is the quadratic part of the energy functional evaluated at the

critical point φ for a given value of ω. The quadratic part can be expressed in
terms of the Hessian operator Hω : X × X → L2 × L2, which acts on the vector
V = (v, v̄),

E′′
ω(v, v̄) = 〈HωV,V〉L2 .

Because Eω(u, ū) : X ×X → R, the Hessian operator Hω is necessarily self-adjoint
in L2 × L2. Nevertheless, it is not a block-diagonal operator in variables (v, v̄) in
the general case. Expanding solutions of the Hamiltonian system as u = φ+v and
truncating by the linear terms in v, we obtain the linearized Hamiltonian system

i
dv
dt

= (Hω)11v + (Hω)12v̄,

which is coupled with the complex conjugate equation

−i
dv̄
dt

= (Hω)21v + (Hω)22v̄,

where (Hω)11 = (H̄ω)22 and (Hω)12 = (H̄ω)21. Since Hω does not depend on
time t, we can separate the time and space variables and reduce the linearized
Hamiltonian system to the spectral problem. This separation of variables is given
by the substitution {

v = v1e
λt + v̄2e

λ̄t,

v̄ = v2e
λt + v̄1e

λ̄t,

The spectral problem now takes the form{
iλv1 = (Hω)11v1 + (Hω)12v2,

−iλv2 = (Hω)21v1 + (Hω)22v2,

or, simply,

JHωV = λV, V ∈ X ×X, λ ∈ C,

where

J =
[
−i 0
0 i

]
and V =

[
v1

v2

]
.

The symplectic operator J destroys the self-adjoint structure of the Hessian op-
erator Hω and the resulting linearized operator JHω is neither self-adjoint nor
skew-adjoint in L2 ×L2. Nevertheless, the spectrum of JHω is related to the spec-
trum of Hω and this relationship between the spectra of these two operators is the
central part of this chapter.
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It is now time to consider an example of the linearized Hamiltonian system in
the context of the Gross–Pitaevskii equation,

iψt = −Δψ + V (x)ψ + σ|ψ|2ψ, x ∈ R
d,

where ψ(x, t) : R
d × R → C, σ ∈ {1,−1}, and V (x) : R

d → R. If V ∈ L∞(Rd),
weak solutions of the Gross–Pitaevskii equation in X = H1(Rd) are equivalent to
strong solutions in X = H2(Rd). The energy functional is given by

Eω(u, ū) =
∫
Rd

(
|∇u|2 + V |u|2 − ω|u|2 +

1
2
σ|u|4

)
dx,

and the gauge transformation is given by ψ(x, t) = e−iωtu(x, t). After the expansion
near φ ∈ H2(Rd), the quadratic part of the energy functional is given by

E′′
ω(v, v̄) =

∫
Rd

(
|∇v|2 + V |v|2 − ω|v|2 +

1
2
σ(φ2v̄2 + 4|φ|2|v|2 + φ̄2v2)

)
dx

and it is expressed in terms of the Hessian operator,

Hω =
[
−Δ + V − ω + 2σ|φ|2 σφ2

σφ̄2 −Δ + V − ω + 2σ|φ|2
]
.

The spectral problem takes the explicit form{ (
−∇2 + V − ω + 2σ|φ|2

)
v1 + φ2v2 = iλv1,

φ̄2v1 +
(
−∇2 + V − ω + 2σ|φ|2

)
v2 =−iλv2,

where (v1, v2) ∈ H2(Rd)×H2(Rd) and λ ∈ C.
There are four main definitions of stability of localized modes in nonlinear evolu-

tion equations, which we rank here from the weakest to the strongest: (i) spectral
stability; (ii) linearized stability; (iii) orbital stability; and (iv) asymptotic stability.

The spectral stability of a localized mode φ is defined by the spectral problem,

JHωV = λV, V ∈ X ×X, λ ∈ C,

where JHω is neither self-adjoint nor skew-adjoint in L2 × L2.

Definition 4.1 We say that the localized mode φ is spectrally unstable if the
spectral problem for JHω has at least one eigenvalue λ with Reλ > 0 and V ∈
X ×X. Otherwise, it is (weakly) spectrally stable.

The linearized stability of a localized mode φ relies on the time evolution problem
associated with the spectral problem above,

dV
dt

= JHωV, t ∈ R+.

The gauge invariance of the Hamiltonian system leads to a weak growth of the solu-
tion V(t) as t→∞. To remove this weak growth, we shall add the constraint that
the perturbation V(t) does not affect the first variation of the conserved quantity
Q(u, ū) in the sense that

Xc =
{
v ∈ X : 〈∇ūQ(φ, φ̄),v〉X + 〈∇uQ(φ, φ̄), v̄〉X = 0

}
.
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If V(t) ∈ Xc ×Xc for all t ∈ R+, we can study the evolution of perturbations V(t)
in the linearized Hamiltonian system.

Definition 4.2 We say that the localized mode φ is stable with respect to the
linearization if there exists the limit

lim sup
t→∞

‖v(t)‖X <∞,

for the solution v(t) of the linearized Hamiltonian system in Xc. Otherwise, it is
linearly unstable.

To define orbital stability, we need to consider a family of localized modes T (θ)φ
(called an orbit), where parameter θ belongs to an open set and T (θ) is a generator
of the group related to the gauge transformation of the Hamiltonian system. This
symmetry leads to the conservation of the power Q(u, ū) (Section 1.2.1). We say
that the localized mode φ is orbitally stable in the sense of Lyapunov if the solution
u(t) of the time evolution problem that starts in a local neighborhood of φ remains
in a local neighborhood of the orbit T (θ)φ for all t ∈ R+. More precisely, we have
the following definition.

Definition 4.3 The localized mode φ is said to be orbitally stable if for any ε > 0
there is a δ > 0, such that if ‖u(0)− φ‖X ≤ δ then

inf
θ∈R

‖u(t)− T (θ)φ‖X ≤ ε,

for all t ∈ R+. Otherwise, it is orbitally unstable.

Finally, asymptotic stability is the strongest concept of stability since the solu-
tion u(t) of the nonlinear evolution equation is required not only to remain in the
neighborhood of the orbit T (θ)φ but also to approach a particular orbit T (θ)φ∞
in the limit t → ∞, where φ∞ is generally different from φ by the value of the
parameter ω.

Definition 4.4 The localized mode φ is said to be asymptotically stable if it is
orbitally stable and for any u(0) near φ there is φ∞ near φ such that

lim
t→∞

inf
θ∈R

‖u(t)− T (θ)φ∞‖X = 0.

In the context of the Gross–Pitaevskii equation, the spectral problem can be
simplified if φ is real-valued as in most of Chapter 3. If we consider again the
spectral problem{ (

−∇2 + V − ω + 2σ|φ|2
)
v1 + φ2v2 = iλv1,

φ̄2v1 +
(
−∇2 + V − ω + 2σ|φ|2

)
v2 =−iλv2,

and assume that φ ∈ R, then substitution

v1 = u + iw, v2 = u− iw

gives a new spectral problem

L+u = −λw, L−w = λu,
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where L+ and L− are linear Schrödinger operator in the form{
L+ =−Δ + V − ω + 3σφ2,

L− = −Δ + V − ω + σφ2.

In other words, the Hessian operator Hω becomes block-diagonal in variables (u,w)
and the quadratic form for the energy functional becomes

E′′
ω(u + iw, u− iw) = 〈L+u, u〉L2 + 〈L−w,w〉L2 .

Although L+ and L− are self-adjoint operators in L2, the Hamiltonian structure
associated with the canonical symplectic matrix[

0 −1
1 0

]
still makes the spectral problem for (u,w) neither self-adjoint nor skew-adjoint.

It turns out that the spectral problem

L+u = −λw, L−w = λu, u ∈ Dom(L+), w ∈ Dom(L−), λ ∈ C,

where L+ and L− are self-adjoint operators in L2, becomes relevant for other non-
linear evolution equations associated with localized modes even if φ is no longer
real-valued.

If λ is an eigenvalue of the spectral problem above with the eigenvector (u,w), so
are eigenvalues (−λ), λ̄, and (−λ̄) with eigenvectors (u,−w), (ū, w̄), and (ū,−w̄),
respectively. This property is general for linearized Hamiltonian systems and it
implies that eigenvalues λ occur only as real or purely imaginary pairs or as quartets
in the complex plane. If one of the operators is invertible (say, L−), the spectral
problem can be rewritten in the form of the generalized eigenvalue problem,

L+u = γ (L−)−1 u, u ∈ Dom(L+), γ ∈ C,

where γ = −λ2 is a new eigenvalue. Real and purely imaginary pairs of λ be-
come negative and positive eigenvalues of γ respectively, while quartets of complex
eigenvalues of λ become pairs of complex conjugate eigenvalues of γ.

The generalized eigenvalue problem is a classical problem of simultaneous block-
diagonalization of two self-adjoint operators L+ and L−1

− . Since both L+ and L−
are self-adjoint operators in L2, each operator can be orthogonally diagonalized by
the Spectral Theorem (Appendix B.11). However, the orthogonal diagonalization
of each operator is relevant for the problem of their simultaneous diagonalization
only if the two operators commute. In the latter case, there exists a common basis
of eigenvectors for both operators. Since operators L+ and L− do not commute
in general, eigenvectors of each operator are not related to eigenvectors of the
generalized eigenvalue problem. Moreover, complex and multiple eigenvalues may
generally occur in the generalized eigenvalue problem if either operator is not sign-
definite.

Analysis of spectral stability of equilibrium configurations in a Hamiltonian sys-
tem of finitely many interacting particles relies on the same generalized eigenvalue
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problem, where L+ and L− are symmetric matrices for kinetic and potential en-
ergies and (u,w) ∈ R

n × R
n. In this context, it follows from the Sylvester Law of

Inertia [200] that if one matrix (say, L−) is positive definite and thus invertible,
the numbers of positive, zero and negative eigenvalues γ in the generalized eigen-
value problem equals the numbers of positive, zero and negative eigenvalues of the
other matrix (L+). If L− is not positive definite (but still invertible), a complete
classification of eigenvalues γ of the generalized eigenvalue problem in terms of real
eigenvalues of L+ and L− can be developed with the use of the Pontryagin Invari-
ant Subspace Theorem, originally proved for a single negative eigenvalue of L− by
Pontryagin [173] and then extended to finitely many negative eigenvalues of L− by
Krein and his students [12, 70, 91].

In the context of solitary waves in nonlinear evolution equations, L+ and L−
are self-adjoint differential operators in a Hilbert space. There has recently been a
rapidly growing sequence of publications about characterization of unstable eigen-
values of the generalized eigenvalue problem in terms of real eigenvalues of the
operators L+ and L−. An incomplete list of literature is papers [32, 33, 43, 84, 105,
119, 122, 153, 181, 208].

We shall describe the spectral stability theory for the nonlinear Schrödinger equa-
tions. We also show how the spectral stability theory can be useful for analysis of
linearized, orbital, and asymptotic stability of localized modes. Besides the nonlin-
ear Schrödinger equation, we also discuss the nonlinear Dirac equations, where the
spectral stability of localized modes cannot be studied using the count of eigenvalues
of operators L+ and L−.

4.1 Schrödinger operators with decaying potentials

Since spectral stability of a localized mode in a nonlinear evolution equation relies
on analysis of self-adjoint differential operators L+ and L−, let us start with the
properties of a one-dimensional Schrödinger operator,

L = −∂2
x + c + V (x),

where c > 0 is a parameter and V (x) : R → R is a bounded potential. We assume
the exponential decay of the potential V (x) as |x| → ∞, that is, we assume that
there exist κ > 0 and C > 0 such that V ∈ L∞(R) satisfies

lim
x→±∞

eκ|x||V (x)| = C. (4.1.1)

This exponential decay of the potential V (x) is related to the exponential decay of
the localized mode that determines V (x).

If V ∈ L∞(R), the arguments of Section 2.1 can be used to state that L maps
continuously H2(R) to L2(R). Since L is self-adjoint with respect to 〈·, ·〉L2 , the
Spectral Theorem (Appendix B.11) states that the spectrum of L is a subset of
the real axis and its eigenfunctions form an orthonormal basis in L2(R). We will
show that the spectrum σ(L) of the self-adjoint operator with the exponentially
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decaying potential is divided into two disjoint parts: the point spectrum of eigen-
values denoted by σp(L) and the continuous spectrum denoted by σc(L).

We will give general definitions of the point and continuous spectra of linear
operators, which are also useful for analysis of a non-self-adjoint spectral problem.

Definition 4.5 We say that λ is an eigenvalue of an operator

L : Dom(L) ⊆ L2 → L2

of geometric multiplicity m ≥ 1 and algebraic multiplicity k ≥ m if

dim Ker(L− λI) = m and dim
⋃
n∈N

Ker(L− λI)n = k.

The eigenvalue is said to be semi-simple if k = m and multiple if k > m.

Exercise 4.1 Show that if L is a self-adjoint operator in L2, then all eigenvalues
are semi-simple.

Definition 4.6 We say that λ is a point of the continuous spectrum of an operator

L : Dom(L) ⊆ L2 → L2

if

Ker(L− λI) = ∅ and Ran(L− λI) �= L2.

Exercise 4.2 Show with the help of the Fourier transform that if L = −∂2
x + c,

then σc(L) = [c,∞).

If λ is an eigenvalue of σp(L), we say that the eigenvalue is isolated from the con-
tinuous spectrum if the distance between λ and points in σc(L) is bounded away
from zero and embedded into the continuous spectrum if the distance between λ and
points in σc(L) is zero. Continuous spectrum, embedded eigenvalues, and eigenval-
ues of infinite multiplicities are sometimes combined together under the name of
essential spectrum, while isolated eigenvalues of finite multiplicities are singled out
under the name of discrete spectrum. The great simplification that comes from the
assumption of the exponential decay of V is that the two subdivisions become iden-
tical and the embedded eigenvalues or eigenvalues of infinite multiplicities do not
occur in the spectrum of L. As a result, we have

σ(L) = σp(L) ∪ σc(L) and σp(L) ∩ σc(L) = ∅.

This partition of σ(L) is based on the following lemma.

Lemma 4.1 Let L = −∂2
x+c+V (x) for a fixed c > 0 and let V (x) satisfy (4.1.1).

If λ ∈ σp(L), then λ < c, whereas σc(L) = [c,∞).

Proof Let us parameterize λ ≥ c by λ = c + k2 for k =
√
λ− c ≥ 0. If λ = c + k2

is an eigenvalue of L, there exists a solution ϕ ∈ H2(R) of the differential equation

ϕ′′(x) + k2ϕ(x) = V (x)ϕ(x), x ∈ R. (4.1.2)
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Assuming decay of V (x) as x → −∞ and using the Green’s function for ∂2
x + k2,

the differential equation (4.1.2) can be rewritten in the equivalent integral form,

ϕ(x) = c1 cos(kx) + c2 sin(kx) + k−1

∫ x

−∞
sin[k(x− x′)]V (x′)ϕ(x′)dx′, (4.1.3)

where c1 and c2 are arbitrary constants. Since the integral decays to zero as
x → −∞, we need to set c1 = c2 = 0 if ϕ ∈ H2(R). Therefore, ϕ(x) solves
the homogeneous integral equation (4.1.3) for c1 = c2 = 0 and we need to show
that the homogeneous equation admits no solutions in H2(R) if V (x) satisfies the
exponential decay (4.1.1).

Let ϕ0 = supx∈(−∞,x0] |ϕ(x)| for a fixed x0 < 0 and observe that

k−1 sin[k(x− x′)] ≤ (x− x′), x− x′ ≥ 0, k ∈ R.

Estimating the integral, we obtain

ϕ0 ≤ sup
x∈(−∞,x0]

k−1

∫ x

−∞
|sin[k(x− x′)]V (x′)ϕ(x′)| dx′,

≤ ϕ0 sup
x∈(−∞,x0]

∫ x

−∞
|(x− x′)V (x′)| dx′. (4.1.4)

If V ∈ L∞(R) satisfies the exponential decay (4.1.1), then there are κ > 0 and
C > 0 such that

|V (x)| ≤ Ceκx, ∀x ∈ (−∞, x0],

for any x0 < 0. If x0 is a sufficiently large negative number, then

sup
x∈(−∞,x0]

∫ x

−∞
|(x− x′)V (x′)| dx′ ≤ C

∫ x

−∞
(x− x′)eκx

′
dx′ = Cκ−2eκx0 < 1.

Bound (4.1.4) implies that ϕ0 = 0 and the integral equation for ϕ(x) admits zero
solution on (−∞, x0]. Unique continuation of the zero solution of the differential
equation (4.1.2) gives ϕ(x) = 0 for all x ∈ R, so that no eigenvalues of σp(L) with
λ ≥ c exist.

On the other hand, for λ ≥ c (k ∈ R) we can also consider a solution of the
inhomogeneous integral equation

ϕ(x; k) = eikx + k−1

∫ x

−∞
sin[k(x− x′)]V (x′)ϕ(x′; k)dx′. (4.1.5)

Using the same proof as above, a unique solution ϕ(·; k) ∈ L∞((−∞, x0]) of the
integral equation (4.1.5) exists for sufficiently large negative x0. From the linear
differential equation (4.1.2), this solution is uniquely continued for all x ∈ R. The
solution ϕ(x; k) is bounded as x→∞ if k �= 0. Analyzing limits x→ ±∞ from the
integral equation (4.1.5), we find the limiting representation for the unique solution
ϕ(·; k) ∈ L∞(R) for any k �= 0:

ϕ(x; k)→
{

eikx as x→ −∞,

a(k)eikx + b(k)e−ikx as x→ +∞,
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where a(k) and b(k) (referred to as the scattering data) are given by

a(k) = 1 +
1

2ik

∫
R

e−ikxV (x)ϕ(x; k)dx,

b(k) = − 1
2ik

∫
R

eikxV (x)ϕ(x; k)dx.

Using Weyl’s Theorem (Appendix B.15), we can construct wave packets {un}n≥1 ∈
H2(R) from the eigenfunctions ϕ(x; k) compactly supported on [k0−n−1, k0 +n−1]
for any k0 > 0. Under the normalization ‖un‖L2 = 1 for all n ≥ 1, one can show
that

lim
n→∞

‖(L− λ0I)un‖L2 = 0, λ0 = c + k2
0,

which confirm that λ0 = c + k2
0 ∈ σc(L). Taking the closure of all such points λ0,

we conclude that the continuous spectrum of L is located at σc(L) = [c,∞), that
is, for all λ ≥ c.

Remark 4.1 Embedded eigenvalues do occur in the spectrum of L = −∂2
x + c +

V (x) for λ ≥ c if the potential V (x) decays slower than the exponential rate (4.1.1).
For instance, if V (x) = O(x−2) as |x| → ∞, an embedded eigenvalue may occur at
the end point of the continuous spectrum at λ = c, whereas if V (x) = O(|x|−1) as
|x| → ∞, an embedded eigenvalue may also occur in the spectrum of L for λ > c.
Examples of these algebraically decaying potentials and their embedded eigenvalues
are given by Klaus et al. [115].

Isolated eigenvalues λ of σp(L) located for λ < c play an important role in analysis
of spectral stability of localized modes. These eigenvalues and the corresponding
eigenfunctions are characterized by the following lemma.

Lemma 4.2 Let L = −∂2
x+c+V (x) for a fixed c > 0 and let V (x) satisfy (4.1.1).

There exists a unique solution of the differential equation Lu0 = λ0u0 for a fixed
λ0 < c such that u0 ∈ H2((−∞, x0]) for any x0 <∞ and

lim
x→−∞

e−ν0xu0(x) = 1, with ν0 =
√
c− λ0 > 0.

If u0(x) has n(λ0) zeros on R (u0(x) may diverge as x → ∞), then there exists
exactly n(λ0) eigenvalues of σp(L) for λ < λ0.

Proof Let us now parameterize λ < c by λ = c− ν2 for fixed ν =
√
c− λ > 0. We

consider a solution of the differential equation

u′′(x)− ν2u(x) = V (x)u(x), x ∈ R. (4.1.6)

The potential-free part has two particular solutions eνx and e−νx, one of which
corresponds to the exponential decay and the other one to the exponential growth
in either limit x → −∞ or x → +∞. Let us consider a particular solution u(x;λ)
such that

lim
x→−∞

e−νxu(x;λ) = 1.
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In other words, u(x, λ) decays to zero as x → −∞ and this decay is uniquely
normalized. Using the Green’s function, we infer that the particular solution u(x;λ)
satisfies the inhomogeneous integral equation

u(x;λ) = eνx + ν−1

∫ x

−∞
sinh[ν(x− x′)]V (x′)u(x′;λ)dx′. (4.1.7)

If u(x;λ) = eνxw(x;λ), then w(x;λ) satisfies the equivalent integral equation

w(x;λ) = 1 + ν−1

∫ x

−∞
sinh[ν(x− x′)]e−ν(x−x′)V (x′)w(x′;λ)dx′. (4.1.8)

We note that

ν−1 sinh[ν(x− x′)]e−ν(x−x′) =
1
2ν

[
1− e−2ν(x−x′)

]
is bounded for any x ≥ x′. Using the same technique as in the proof of Lemma
4.1, it is easy to prove that there exists a unique solution w ∈ L∞((−∞, x0]) of the
inhomogeneous integral equation (4.1.8) for sufficiently large negative x0. From the
linear differential equation (4.1.6), this solution is uniquely continued for all x ∈ R.
Moreover, it has the bounded limit as x→∞:

A(λ) = lim
x→∞

w(x;λ) = 1 +
1
2ν

∫
R

V (x)w(x;λ)dx.

The unique solution w ∈ L∞(R) gives a unique solution u ∈ H2((−∞, x0]) of
the integral equation (4.1.7) for any x0 < ∞. If A(λ) �= 0, then u(x;λ) diverges
exponentially as x→∞.

On the other hand, if A(λ) = 0, then w(x;λ) = O(e−2νx) as |x| → ∞ so that
u(x;λ) decays to zero as x → ∞. The functions w(x;λ) and A(λ) are analytic for
all λ < c. Because L is a self-adjoint operator with only semi-simple eigenvalues
(Exercise 4.1), if A(λ0) = 0 for some λ0 < c, then A′(λ0) �= 0.

If λ ≤ infx∈R V (x) and u(x) > 0 for large negative x, then equation (4.1.8)
implies that

u′′(x) = (c + V (x)− λ)u(x) ≥ 0, x ∈ R.

Therefore, u(x;λ) remains strictly positive on R for this (sufficiently large negative)
λ, hence A(λ) > 0. If λ increases, either u(x;λ) remains positive for all x ∈ R (and
then the lemma is proved for this λ) or u(x;λ) acquires a new zero for x > −∞ for
some λ1 > infx∈R V (x).

For any λ < c, a zero of u(x;λ) at any x ∈ R is simple (if the derivative is also
zero at this x, then u(x;λ) = 0 for all x ∈ R). Therefore, a continuous deformation
of u(x;λ) in λ may generate a new zero on R for λ = λ1 if and only if A(λ1) = 0.
Therefore, the new zero of u(x;λ) always occurs at x = ∞ if λ1 ∈ σp(L). Since
A′(λ1) �= 0, A(λ) changes sign for λ slightly larger than λ1 so that u(x;λ) has
exactly one zero on R for λ slightly larger than λ1. Therefore, the lemma is proved
for this λ and we can continue increasing λ for λ > λ1 and counting zeros of
u(x;λ) on R and eigenvalues of σp(L) below this λ. The rest of the proof goes by
induction.



4.1 Schrödinger operators with decaying potentials 203

Corollary 4.1 If λ ∈ σp(L), then λ is simple. Moreover, if λ is the nth eigenvalue
sorted in increasing order, then the eigenfunction u ∈ H2(R) has exactly n−1 zeros
on R.

Proof The subspace of all solutions of equation (4.1.6) that decay to zero as
x → −∞ is spanned by solution u(x;λ) of Lemma 4.2. Therefore, there is at
most one linearly independent eigenfunction u ∈ H2(R) for any λ ∈ σp(L). By the
Sturm Comparison Theorem (Appendix B.12), the eigenfunction for the (n + 1)th
eigenvalue has at least one more zero on R compared to the eigenfunction for the
nth eigenvalue. Since the eigenfunction for the first eigenvalue has no zeros on the
real line, the eigenfunction for the nth eigenvalue has exactly n− 1 zeros on R.

We shall consider three results for an abstract self-adjoint operator L with σc(L) ≥
c > 0 and dimσp(L) < ∞. These results hold for the Schrödinger operator L =
−∂2

x + c + V (x) with the exponentially decaying potential V (x). In particular, we
describe eigenvalues of a self-adjoint operator in constrained L2 spaces (Section
4.1.1), Sylvester’s Law of Inertia for differential operators (Section 4.1.2), and Pon-
tryagin’s invariant subspaces for L-symmetric operators (Section 4.1.3). The three
results cover the main aspects in the modern analysis of spectral stability of local-
ized modes in the nonlinear Schrödinger equations.

4.1.1 Eigenvalues in constrained L2 spaces

Since the spectral stability problem involves inversions of differential operators L+

and L−, we need to add constraints on L2 spaces if L+ or L− have non-trivial kernels
and the rest of their spectrum is bounded away from zero. These constraints remove
the zero eigenvalue from the spectrum of the stability problem and allow inversion
of L+ and L−. From a geometric point of view, zero eigenvalues of L+ and L−
are induced by the symmetries of the nonlinear evolution equation with respect to
translational or gauge invariance.

Let L be a self-adjoint operator in L2 with σc(L) ≥ c > 0. Let n(L) and z(L)
denote the finite numbers of negative and zero eigenvalues of σp(L). Given a linearly
independent set of vectors {vj}Nj=1 ∈ L2, define a subspace of L2 by

L2
c =

{
u ∈ L2 : {〈u, vj〉L2 = 0}Nj=1

}
. (4.1.9)

Since L2
c is determined by constraints, we say that L2

c is a constrained L2 space.
Using Lagrange multipliers {νj}Nj=1, eigenvalues of operator L restricted on L2

c are
determined by the constrained spectral problem

Lu = μu−
N∑
j=1

νjvj , u ∈ L2, (4.1.10)

subject to the conditions that 〈u, vj〉L2 = 0 for all j ∈ {1, 2, ..., N}. To be precise,
we can find Lagrange multipliers {νj}Nj=1 by

νj = −〈Lu, vj〉L2

‖vj‖2L2

, j ∈ {1, 2, ..., N},

if the vectors {vj}Nj=1 are mutually orthogonal.
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We shall consider how the negative and zero eigenvalues of operator L change as
a result of the constraints (4.1.9). The numbers of the corresponding eigenvalues
of L|L2

c
are denoted by nc(L) and zc(L). Although the main result may have a

much older history, the first count of eigenvalues of abstract self-adjoint operators
in constrained L2 spaces in the context of stability theory of solitary waves was
developed by Grillakis et al. [75]. More recently, the same result was recovered with
a simpler technique of matrix algebra by Pelinovsky [153] and Cuccagna et al. [43].

Theorem 4.1 Let L be a self-adjoint operator in L2 with σc(L) ≥ c > 0 and
dim σp(L) <∞. Let A(μ) be the matrix-valued function defined by

∀μ /∈ σ(L) : Ai,j(μ) = 〈(μ− L)−1vi, vj〉L2 , i, j ∈ {1, 2, ..., N}. (4.1.11)

Let n0, z0, and p0 be the numbers of negative, zero, and positive eigenvalues of
limμ↑0 A(μ) and denote z∞ = N − n0 − z0 − p0. Then,

nc(L) = n(L)− p0 − z0, zc(L) = z(L) + z0 − z∞. (4.1.12)

Remark 4.2 If z(L) ≥ 1, then L is not invertible and some eigenvalues of A(μ)
as μ ↑ 0 can be unbounded unless Ker(L) ⊂ L2

c .

Exercise 4.3 Let {vj}Nj=1 be a set of orthogonal eigenvectors of a self-adjoint
operator L for negative eigenvalues. Show that A(μ) is a diagonal matrix and

nc(L) = n(L)−N, zc = z(L), p0 = N, z0 = n0 = z∞ = 0.

Proof of Theorem 4.1 We represent A(μ) by

Ai,j(μ) =
∫ ∞

μ1

〈dEλvi, vj〉L2

μ− λ
, μ /∈ σ(L), (4.1.13)

where Eλ is the spectral family associated with the operator L, and μ1 ∈ σp(L) is
the smallest eigenvalue of L. An easy calculation yields

A′
i,j(μ) = −

∫ ∞

μ1

〈dEλvi, vj〉L2

(μ− λ)2
= −〈(μ− L)−2vi, vj〉L2 , μ /∈ σ(L). (4.1.14)

Note that B = −(μ− L)−2 is a negative definite operator in L2 in the sense

〈Bu, u〉L2 < 0 for all nonzero u ∈ L2.

Because the set {vj}Nj=1 ∈ L2 is linearly independent, the matrix representation
of operator B with elements [M(B)]i,j = 〈Bvi, vj〉L2 for all i, j ∈ {1, 2, ..., N} is
negative definite in C

N in the sense

〈M(B)x,x〉CN =

〈
B

N∑
j=1

xjvj ,
N∑
j=1

xjvj

〉
L2

< 0 for all nonzero x ∈ C
N .

Therefore, the matrix A′(μ) is negative definite on C
N .

Note that the matrix A(μ) is symmetric. Let {αi(μ)}Ni=1 be a set of real eigen-
values of A(μ) and {xi(μ)}Ni=1 be a set of orthonormal eigenvectors of A(μ) in C

N .
Since

α′
i(μ) = 〈A′(μ)xi(μ),xj(μ)〉CN
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and A′(μ) is negative definite, eigenvalues {αi(μ)}Ni=1 are monotonically decreasing
functions for all μ /∈ σ(L).

Let μk be an isolated eigenvalue of operator L of multiplicity mk and {uj
k}

mk
j=1 ∈

L2 be an orthonormal set of eigenvectors of L for μk. The eigenvectors of L

are orthonormal because L is self-adjoint. Denote the projection operator to the
eigenspace of Ker(L− μkI) by Pk : L2 → Uk ⊂ L2, where Uk = span{u1

k, ..., u
mk

k }.
Via spectral calculus, we have

A(μ) =
1

μ− μk
Ak + Bk(μ) , (4.1.15)

where

[Ak]i,j = 〈Pkvi, Pkvj〉L2 , [Bk]i,j(μ) =
∫

[μ1,∞)\(μk−δ,μk+δ)

〈dEλvi, vj〉L2

μ− λ
,

for all i, j ∈ {1, 2, ..., N} and some small δ > 0. Using Cauchy estimates, we obtain∣∣∣ dn
dμn

[Bk]i,j(μ)
∣∣∣ ≤ n!

(
2
δ

)n+1

‖vi‖L2‖vj‖L2 , μ ∈
(
μk −

δ

2
, μk +

δ

2

)
.

By comparison with geometric series, Bk(μ) is analytic in the neighborhood of
μ = μk. Therefore, the eigenvalue problem for A(μ) can be written as

(Ak + Bk(μ)(μ− μk))xi(μ) = αi(μ)(μ− μk)xi(μ), i ∈ {1, 2, ..., N}.

Eigenvalues of the analytic Hermitian matrix Ak + Bk(μ)(μ − μk) are analytic in
the neighborhood of μ = μk, hence we obtain

αi(μ)(μ− μk) = α0
i + (μ− μk)βi(μ), i ∈ {1, 2, ..., N},

where α0
i are eigenvalues of Ak and βi(μ) are analytic near μ = μk. Therefore,

αi(μ) =
α0
i

μ− μk
+ βi(μ), i ∈ {1, 2, ..., N} (4.1.16)

near μ = μk, which means that the behavior of αi(μ) in the neighborhood of μ = μk

depends on the rank of the matrix Ak. We note that the matrix Ak is non-negative
for all x ∈ C

N in the sense

〈Akx,x〉CN =
∣∣∣∣∣∣∣∣Pk

N∑
i=1

xivi

∣∣∣∣∣∣∣∣2
L2

≥ 0.

Therefore, α0
i ≥ 0, 1 ≤ i ≤ N . Given Nk = rank(Ak), where 0 ≤ Nk ≤ min(mk, N),

there are precisely Nk linearly independent {Pkvi}Nk
i=1. We can hence construct an

orthonormal set of eigenvectors {uj
k}

mk
j=1 corresponding to μk, such that uj

k /∈ L2
c ,

1 ≤ j ≤ Nk and uj
k ∈ L2

c , Nk + 1 ≤ j ≤ mk. In other words, α0
i > 0, 1 ≤ i ≤ Nk

and these αi(μ) diverge at μk as follows:

lim
μ↑μk

αi(μ) = −∞, lim
μ↓μk

αi(μ) = +∞.

On the other hand, α0
i = 0, Nk + 1 ≤ i ≤ N and these αi(μ) are continuous at μk.

Assume now that the ith eigenvalue αi(μ) has vertical asymptotes at

μi1 < μi2 < · · · < μiKi
< 0.
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Using Schwarz inequality and spectral calculus for μ < μ1, we obtain

|Aij(μ)| ≤
(∫ ∞

μ1

〈dEλvi, vi〉L2

(μ− λ)2

)1/2

‖vj‖L2 ≤ ‖vi‖L2‖vj‖L2

|μ| − |μ1|
, μ < μ1.

Therefore, limμ→−∞ αi(μ) = −0 and αi(μ) is monotonically decreasing on
(−∞, μi1).

On the interval μ ∈ (μil , μil+1), 1 ≤ l ≤ Ki−1, the eigenvalue αi(μ) is continuous,
monotonic, and has a simple zero at μ∗

l ∈ (μil , μil+1) with the unique solution of
the constrained eigenvalue problem (4.1.10) given by

u∗
l =

N∑
j=1

xj(μ∗
l − L)−1vj ∈ L2

c ,

where A(μ∗
l )x = 0 and ‖u∗

l ‖L2 <∞ since for each i ∈ {1, 2, ..., N},

‖(μ∗
l − L)−1vi‖2L2 =

∫ ∞

μ1

〈dEλvi, vi〉L2

(μ∗
l − λ)2

≤ ‖vi‖2L2

min{|μ∗
l − λ|2, λ ∈ σ(L)} <∞.

Therefore, (Ki − 1) negative eigenvalues of operator L|L2
c

are located at μ∗
l ∈

(μil , μil+1), 1 ≤ l ≤ Ki − 1. Due to the monotonicity, αi(μ) > 0 on μ ∈ (μiKi
, 0) if

αi(0) > 0 or has precisely one zero at μ∗
Ki
∈ (μiKi

, 0) if αj(0) < 0 or limμ↑0 αi(μ) =
−∞.

It is now time to count the numbers of negative and zero eigenvalues of operator
L|L2

c
. Sorting the negative eigenvalues of L in increasing order

μ1 < μ2 < · · · < μK < 0,

we have

n(L) =
K∑

k=1

mk, z(L) = mK+1.

Let Θ(x) be the Heaviside step function such that Θ(x) = 1 for x ≥ 0 and Θ(x) = 0
for x < 0. Each eigenvalue αi(μ) has Ki jump discontinuities and Ki−Θ(αi(0)) zeros
on (−∞, 0). On the other hand, for each eigenvalue μk < 0, only Nk ≤ min(mk, N)
eigenvalues of {αi(μ)}Ni=1 diverge at μk and there exist mk−Nk eigenvectors {uj

k}
mk
j=1

that belong to L2
c . Summing all contributions to the index nc(L) together and noting

that
∑N

i=1 Ki =
∑K

k=1 Nk, we obtain

nc(L) =
N∑
i=1

[Ki −Θ(αi(0))] +
K∑

k=1

[mk −Nk] = n(L)− (p0 + z0),

where p0+z0 is the total number of non-negative eigenvalues of limμ↑0 A(μ). Count-
ing what is left over at μ = 0, we obtain

zc(L) = z0 + mK+1 −NK+1 = z(L) + z0 − z∞,

where z∞ = NK+1 is the number of unbounded eigenvalues of A(μ) as μ ↑ 0. �

Exercise 4.4 Let φ be a localized mode of the stationary NLS equation with the
power nonlinearity,

−φ′′(x) + cφ(x)− (p + 1)φ2p+1(x) = 0, x ∈ R,
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where c > 0 and p > 0 are parameters. Let

L = −∂2
x + c− (2p + 1)(p + 1)φ2p(x)

and consider the constrained L2 space given by

L2
c(R) =

{
u ∈ L2(R) : 〈u, φ〉L2 = 0

}
.

Show that

n(L) = 1, z(L) = 1, nc(L) =
{

1, p > 2,
0, p < 2,

zc(L) = 1.

4.1.2 Sylvester’s Law of Inertia

Spectral stability problems for localized modes of the nonlinear Schrödinger equa-
tions can be written in many cases as the generalized eigenvalue problem,

Lu = γM−1u, (4.1.17)

where L and M are unbounded differential operators. We assume that M is a strictly
positive self-adjoint operator such that M−1 : L2 → L2 is a bounded non-negative
operator, whereas L is a self-adjoint operator in L2 with σc(L) ≥ c > 0.

Let n(L) and z(L) denote finite numbers of negative and zero eigenvalues of
operator L. Under this condition, we would like to ask if the numbers of negative and
zero eigenvalues of the generalized eigenvalue problem (4.1.17) can be counted from
the numbers n(L) and z(L). The answer is given by a generalization of Sylvester’s
Law of Inertia [200] from matrices to differential operators obtained by Pelinovsky
[153].

Let {uk}n(L)
k=1 be a set of orthonormal eigenvectors of L for negative eigenvalues

{λk}n(L)
k=1 and let {uk}n(L)+z(L)

k=n(L)+1 be an orthonormal system of eigenvectors of L

for the zero eigenvalue if it exists. We denote U = Span{u1, ..., uK} ⊂ L2 with
K = n(L) + z(L) and consider the orthogonal decomposition of L2 into the direct
sum L2 = U ⊕ U⊥, where U⊥ is the orthogonal complement of U in L2. In the
coordinate representation, we have

∀u ∈ L2 : u =
K∑

k=1

αkuk + u⊥, αk = 〈u, uk〉L2 , u⊥ ∈ U⊥. (4.1.18)

Let us now consider the quadratic form QL(u) associated with the self-adjoint
operator L given by

∀u ∈ Dom(L) : QL(u) = 〈Lu, u〉L2 .

Let Pc : L2 → U⊥ ⊂ L2 be the orthogonal projection operator. The quadratic form
QL(u) becomes diagonal in the coordinate representation (4.1.18) according to the
sum of squares

QL(u) =
K∑

k=1

λk|αk|2 + QL(Pcu), QL(Pcu) = 〈PcLPcu, u〉L2 . (4.1.19)
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Since PcLPc is strictly positive, the last term of the sum of squares (4.1.19) is
positive for u �= 0, whereas the first sum contains n(L) negative and z(L) zero
terms.

Let us represent the positive self-adjoint operator M in the form M := SS∗,
where S : Dom(S)→ L2 is an invertible operator and S∗ is the adjoint operator in
the sense

∀f ∈ Dom(S), ∀g ∈ Dom(S∗) : 〈f, S∗g〉L2 = 〈Sf, g〉L2 .

For all nonzero u ∈ Dom(M), we have 〈Mu, u〉L2 = ‖S∗u‖2L2 > 0.

Exercise 4.5 Let φ be a positive localized mode of the stationary NLS equation
with the power nonlinearity,

−φ′′(x) + cφ(x)− (p + 1)φ2p+1(x) = 0, x ∈ R,

where c > 0 and p > 0 are parameters. Show that

L = −∂2
x + c− (p + 1)φ2p(x) = S∗S,

where

S = −∂x +
φ′(x)
φ(x)

,

and prove that Ker(L) = Ker(S) = Span{φ}.

Let us define the congruent operator to L by

L̃ = S∗LS. (4.1.20)

The quadratic forms QL̃(v) and QL(u) are related by the transformation

u = Sv, v = S−1u,

thanks to the explicit computation

QL̃(v) = 〈S∗LSv, v〉L2 = 〈L(Sv), (Sv)〉L2 = QL(Sv) = QL(u).

The spectrum of L̃ is not, however, equivalent to the spectrum of L since

L̃v = λv ⇒ S∗LSv = λv ⇒ L(Sv) = λ(S∗)−1S−1(Sv) ⇒ Lu = λM−1u.

Therefore, if (v, λ) is an eigenvector–eigenvalue pair for L̃, then the generalized
eigenvalue problem (4.1.17) with M = SS∗ has eigenvector u = Sv for eigenvalue
λ.

If L is self-adjoint, then L̃ is self-adjoint and the eigenvalues of the generalized
eigenvalue problem (4.1.17) are real and semi-simple. Therefore, the multiplicities
of the zero eigenvalue in σp(L) and σp(L̃) coincide and z(L̃) = z(L). We shall now
consider the number of negative eigenvalues of L̃ and compare n(L̃) and n(L).

Let {vk}K̃k=1 with K̃ = n(L̃) + z(L̃) be a set of orthonormal eigenvectors of
L̃ for negative and zero eigenvalues {γk}K̃k=1 of σp(L̃). Eigenvectors {ũk}K̃k=1 with
ũk = Svk of the generalized eigenvalue problem (4.1.17) inherit orthonormality
with respect to the weight M−1 since

〈M−1ũj , ũk〉L2 = 〈(S∗)−1S−1Svj , Svk〉L2 = 〈vj , vk〉L2 .
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Let Ũ = span{ũ1, ũ2, ..., ũK̃} and P̃c : L2 → Ũ⊥ ⊂ L2 be the orthogonal projec-
tion operator with respect to the weight M−1 in the sense

∀ũ⊥ ∈ Ũ⊥ : 〈M−1ũ⊥, ũk〉L2 = 0, k ∈ {1, 2, ..., K̃}.

In the coordinate representation, we have

∀u ∈ L2 : u =
K̃∑

k=1

βkũk + ũ⊥, βk = 〈M−1u, ũk〉L2 , ũ⊥ ∈ Ũ⊥. (4.1.21)

The quadratic form QL(u) = QL̃(S−1u) becomes diagonal in the coordinate
representation (4.1.21) according to the sum of squares

QL(u) =
K̃∑

k=1

γk|βk|2 + QL(P̃cu), QL(P̃cu) = 〈P̃cLP̃cu, u〉L2 . (4.1.22)

Again operator P̃cLP̃c is strictly positive because the spectrum of the generalized
eigenvalue problem (4.1.17) includes only n(L̃) negative and z(L̃) zero eigenvalues
and the rest of the spectrum γ is strictly positive. As a result, the last term in the
last sum of squares (4.1.22) is positive for u �= 0, whereas the first sum contains
n(L̃) negative and z(L̃) zero terms.

We shall now prove that if the quadratic form QL(u) is diagonalized to the sum
of squares in two different ways (4.1.19) and (4.1.22), then the numbers of negative
and zero terms in each sum of squares are equal.

Theorem 4.2 Let L be a self-adjoint operator in L2 with σc(L) ≥ c > 0 and
dim σp(L) <∞. Let L̃ be a congruent operator (4.1.20) associated with an invertible
operator S. Then, the congruent operators have equal numbers of negative and zero
eigenvalues, that is, n(L̃) = n(L) and z(L̃) = z(L).

Proof We only need to prove that n(L̃) = n(L) because the kernels of L and L̃

are related by the transformation u = Sv and v = S−1u for solutions of Lu = 0
and L̃v = 0 in L2.

Let us consider negative eigenvalues of L and L̃. By contradiction, we assume
that n(L̃) > n(L) and show that this is false. The case n(L̃) < n(L) is treated
similarly. To find a contradiction, we construct a vector u ∈ L2 by the following
linear combination

u =
n(L̃)∑
k=1

ckũk + u⊥, u⊥ ∈ U⊥.

Expand ũk into similar linear combinations

ũk =
n(L)∑
j=1

αk,juj + u⊥
k , k ∈ {1, 2, ..., n(L̃)},

so that

u =
n(L)∑
j=1

⎛⎝n(L̃)∑
k=1

αk,jck

⎞⎠uj +

⎛⎝u⊥ +
n(L̃)∑
k=1

cku
⊥
k

⎞⎠ .
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Since the set of eigenvectors of σp(L) is linearly independent, setting u = 0 gives
an under-determined system of linear equations on {c1, c2, ..., cn(L̃)},

n(L̃)∑
k=1

αk,jck = 0, j ∈ {1, ..., n(L)}, (4.1.23)

and the residual equation

u⊥ +
n(L̃)∑
k=1

cku
⊥
k = 0.

If n(L) < n(L̃), the linear system (4.1.23) is under-determined and always admits
a nonzero solution for {ck}n(L̃)

k=1 that generates a nonzero vector u0 ∈ L2 given by

u0 =
n(L̃)∑
k=1

ckũk = −u⊥ �= 0.

The quadratic form QL(u0) is bounded in two contradictory ways as follows:

QL(u0) =
n(L̃)∑
k=1

n(L̃)∑
j=1

ckcj〈Lũk, ũj〉L2 =
n(L̃)∑
k=1

γk|ck|2 < 0,

QL(u0) = 〈Lu⊥, u⊥〉L2 = 〈PcLPcu, u〉L2 > 0,

since PcLPc is strictly positive. The contradiction is resolved if and only if n(L̃) =
n(L).

If operator M−1 in the generalized eigenvalue problem (4.1.17) is invertible but
non-positive, eigenvalues γ can be complex-valued and multiple. In this case, the
factorization M = SS∗ and the congruent self-adjoint operator L̃ = S∗LS do not
exist and it is hard to prove that QL(P̃cu) > 0 for all nonzero u ∈ L2, where P̃c

is now the projection operator to the orthogonal complement of all eigenvectors of
the generalized eigenvalue problem (4.1.17).

One way around this obstacle is to develop scattering theory for solutions of
Lu = γM−1u under some restrictive assumptions – see Buslaev & Perelman [25] and
Pelinovsky [153]. The other way out is to use the wave operator theory as in Weder
[210] and Cuccagna et al. [43]. In both methods, the count of complex and multiple
eigenvalues in the generalized eigenvalue problem (4.1.17) in terms of the negative
eigenvalues of L is performed using the count of negative eigenvalues in the Jordan
canonical blocks for eigenspaces related to the complex and multiple eigenvalues.
Construction of Jordan blocks for multiple eigenvalues of the generalized eigenvalue
problem (4.1.17) is discussed by Vougalter & Pelinovsky [209].

Exercise 4.6 Consider the generalized eigenvalue problem (4.1.17) and assume
that M is invertible but non-positive. Also assume that there is a simple pair of
complex conjugate eigenvalues γ0 and γ̄0 with complex-valued eigenvectors u0, ū0 ∈
L2 and that all other isolated eigenvalues are real and simple. Prove that

n(L) = Nr + 1,
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where Nr is the number of real eigenvalues γ with eigenvectors u such that
〈Lu, u〉L2 < 0.

Exercise 4.7 Consider the generalized eigenvalue problem (4.1.17) and assume
that M is invertible but non-positive. Also assume that there is a double eigenvalue
γ0 ∈ R, γ �= 0 with the generalized eigenvectors u0, u1 ∈ L2 defined by

Lu0 = γ0M
−1u0, Lu1 = γ0M

−1u1 + M−1u0,

under the conditions that

〈M−1u0, u0〉L2 = 0 and 〈M−1u1, u0〉L2 �= 0.

Assume that all other isolated eigenvalues are real and simple. Prove that

n(L) = Nr + 1,

where Nr is the number of real eigenvalues γ with eigenvectors u such that
〈Lu, u〉L2 < 0.

4.1.3 Pontryagin’s invariant subspaces

A generalization of Sylvester’s Law of Inertia is useful to count eigenvalues of the
generalized eigenvalue problem (4.1.17) for sign-indefinite operators L and M with
a finite number of negative and zero eigenvalues. This generalization is referred to
as Pontryagin’s Invariant Subspace Theorem.

Let L : Dom(L) ⊆ L2 → L2 be a self-adjoint differential operator with σc(L) ≥
c > 0. We assume that L has κ negative eigenvalues and no zero eigenvalues, that
is, n(L) = κ <∞ and z(L) = 0.

Definition 4.7 We say that Dom(L) ⊆ L2 is Pontryagin space (denoted as Πκ)
if it can be decomposed into the direct orthogonal sum

Πκ = Π+ ⊕Π−, Π+ ∩Π− = ∅, (4.1.24)

in the sense

∀u ∈ Π+ : 〈Lu, u〉L2 > 0, ∀u ∈ Π− : 〈Lu, u〉L2 < 0,

and

∀u+ ∈ Π+, ∀u− ∈ Π− : 〈Lu+, u−〉L2 = 0.

The direct orthogonal sum (4.1.24) implies that any nonzero u ∈ Πκ can be
represented in the form u = u+ + u−, where u± ∈ Π±. We shall use the notation
u = {u−, u+} for this representation and the notation [·, ·] = 〈L·, ·〉L2 for the
quadratic form associated with the operator L.

Definition 4.8 We say that Π is a non-positive subspace of Πκ if 〈Lu, u〉L2 ≤ 0
for all u ∈ Π. We say that Π is a maximal non-positive subspace if any subspace of
Πκ of dimension higher than dim(Π) is not a non-positive subspace of Πκ.
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Lemma 4.3 The dimension of the maximal non-positive subspace of Πκ is κ.

Proof By contradiction, we assume that there exists a (κ + 1)-dimensional non-
positive subspace Π̃ of Πκ. Let {e1, e2, ..., eκ} be a basis in Π−. We fix two elements
u1, u2 ∈ Π̃ with the same projections to {e1, e2, ..., eκ}, so that

u1 = α1e1 + α2e2 + · · ·+ ακeκ + u+
1 ,

u2 = α1e1 + α2e2 + · · ·+ ακeκ + u+
2 ,

where u+
1 , u

+
2 ∈ Π+. It is clear that u1 − u2 = u+

1 − u+
2 ∈ Π+, so that

[u+
1 − u+

2 , u
+
1 − u+

2 ] ≥ 0.

On the other hand, since Π̃ is a subspace, u1 − u2 ∈ Π̃, so that

[u+
1 − u+

2 , u
+
1 − u+

2 ] ≤ 0.

Hence, u+
1 = u+

2 and u1 = u2. Therefore, u+
1 is uniquely determined by coordinates

{α1, α2, ..., ακ} and dim Π̃ = κ.

Exercise 4.8 Prove the Cauchy–Schwarz inequality in Pontryagin spaces:

∀f, g ∈ Π : |[f, g]|2 ≤ [f, f ][g, g],

where Π is a non-positive subspace of Πκ.

Exercise 4.9 Prove that if Π is a T -invariant subspace of Πκ and Π⊥ is the
orthogonal complement of Π in Πκ with respect to [·, ·], then Π⊥ is also invariant
with respect to T .

The main application of the Pontryagin space is the Pontryagin Invariant Sub-
space Theorem, which is formulated for the L-symmetric operators below.

Theorem 4.3 Let T be an L-symmetric bounded operator in Πκ such that

∀f, g ∈ Dom(T ) : 〈LTf, g〉L2 = 〈Lf, Tg〉L2 . (4.1.25)

There exists a κ-dimensional, maximal non-positive, T -invariant subspace of Πκ.

The first proof of this theorem was given by L.S. Pontryagin in [173] using the
theory of analytic functions. A more general proof based on angular operators
was developed by M.G. Krein and his students (see books [12, 70, 91]). The same
theorem was rediscovered by M. Grillakis in [77] with the use of topology. In the
usual twist between Russian and American literature, the Pontryagin Invariant
Subspace Theorem is often referred to as the Grillakis Theorem by readers who are
unfamiliar with the history of the subject.

In what follows, we follow the work of Chugunova & Pelinovsky [33] and give
a geometric proof of Theorem 4.3 based on the Schauder Fixed-Point Theorem
(Appendix B.2). The proof uses the Cayley transformation of a self-adjoint operator
in Πκ to a unitary operator in Πκ (Lemma 4.4) and the Krein representation of the
maximal non-positive subspace of Πκ in terms of a graph of the contraction map
(Lemma 4.5).
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Lemma 4.4 Let T be a linear operator in Πκ and z ∈ C, Im(z) > 0 be a regular
point of the operator T , such that z /∈ σ(T ). Let U be the Cayley transform of T
defined by

U = (T − z̄)(T − z)−1.

The operators T and U have the same invariant subspaces in Πκ.

Proof Let Π be a finite-dimensional invariant subspace of the operator T in Πκ.
If z /∈ σ(T ), then (T − z)Π = Π, (T − z)−1Π = Π and (T − z̄)(T − z)−1Π ⊆ Π, that
is UΠ ⊆ Π. Conversely, let Π be an invariant subspace of the operator U . It follows
from U−I = (z− z̄)(T −z)−1 that 1 /∈ σ(U), therefore Π = (U−I)Π = (T −z)−1Π.
From there, Π ⊆ Dom(T ) and (T − z)Π = Π so that TΠ ⊆ Π.

Corollary 4.2 If T is a self-adjoint operator in Πκ, then U is a unitary operator
in Πκ.

Proof We shall prove that

∀g ∈ Dom(U) ⊂ Πκ : 〈LUg, Ug〉L2 = 〈Lg, g〉L2 .

Using the notation [·, ·] := 〈L·, ·〉L2 , we proceed by the explicit computation

[Ug, Ug] = [(T − z̄)f, (T − z̄)f ] = [Tf, Tf ]− z̄[f, Tf ]− z[Tf, f ] + |z|2[f, f ],

[g, g] = [(T − z)f, (T − z)f ] = [Tf, Tf ]− z̄[f, Tf ]− z[Tf, f ] + |z|2[f, f ],

where we have introduced f ∈ Dom(T ) such that f = (T − z)−1g.

Lemma 4.5 A linear subspace Π ⊆ Πκ is a κ-dimensional non-positive subspace
of Πκ if and only if it is a graph of the contraction map K : Π− → Π+, such that

∀u ∈ Π : u = {u−,Ku−} and ‖Ku−‖ ≤ ‖u−‖,

where ‖u±‖ := |〈Lu±, u±〉L2 |1/2, u± ∈ Π±.

Proof Let Π be a κ-dimensional non-positive subspace of Πκ. We will show that
there exists a contraction map K : Π− → Π+ such that Π is a graph of K. Indeed,
the subspace Π is a graph of a linear operator K if and only if it follows from
u = {0, u+} ∈ Π that u+ = 0. Since Π is non-positive with respect to 〈L·, ·〉L2 , then

∀u = {u−, u+} ∈ Π : 〈Lu, u〉L2 = 〈Lu+, u+〉L2 + 〈Lu−, u−〉L2

≡ ‖u+‖2 − ‖u−‖2 ≤ 0.

Therefore, 0 ≤ ‖u+‖ ≤ ‖u−‖ and if u− = 0 then u+ = 0. Moreover, for any
u− ∈ Π−, it is true that ‖Ku−‖ ≤ ‖u−‖, hence K is a contraction map. Conversely,
let K be a contraction map K : Π− → Π+. Then, we have

∀u = {u−, u+} ∈ Π : 〈Lu, u〉L2 = ‖Ku−‖2 − ‖u−‖2 ≤ 0.

Therefore, the graph of K belongs to the non-positive subspace of Πκ and dim(Π) =
dim(Πκ) = κ.
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Proof of Theorem 4.3 Let z ∈ C, Im(z) > 0 be a regular point of the self-adjoint
operator T in Πκ. Let U = (T − z̄)(T − z)−1 be the Cayley transform of T . By
Corollary 4.2, U is a unitary operator in Πκ. By Lemma 4.4, T and U have the same
invariant subspaces in Πκ. Therefore, the existence of the maximal non-positive
invariant subspace for the self-adjoint operator T can be proved from the existence
of such a subspace for the unitary operator U . Let u = {u−, u+} and let

U =
[

U11 U12

U21 U22

]
be the matrix representation of the operator U with respect to the decomposition
(4.1.24). Let Π denote a κ-dimensional non-positive subspace in Πκ. Since U has a
trivial kernel in Πκ and U is unitary in Πκ, then

∀u ∈ Π : 〈LUu,Uu〉L2 = 〈Lu, u〉L2 ≤ 0.

Therefore, Π̃ = UΠ is also a κ-dimensional non-positive subspace of Πκ. By Lemma
4.5, there exist two contraction mappings K and K̃ for subspaces Π and Π̃, respec-
tively. As a result, Π̃ = UΠ is written in the form,(

ũ−
K̃ũ−

)
=
[

U11 U12

U21 U22

](
u−
Ku−

)
=
(

(U11 + U12K)u−
(U21 + U22K)u−

)
,

which is equivalent to the scalar equation,

U21 + U22K = K̃(U11 + U12K).

We shall prove that the operator (U11 + U12K) is invertible. By contradiction, we
assume that there exists u− �= 0 such that ũ− = (U11 + U12K)u− = 0. If ũ− = 0,
then ũ+ = K̃ũ− = 0 and we obtain that {u−,Ku−} is an eigenvector in the
kernel of U . However, U has a trivial kernel in Πκ, hence u− = 0. Let F (K) be an
operator-valued function on the space of contraction operators given by

F (K) = (U21 + U22K)(U11 + U12K)−1,

and rewrite the equation above in the form K̃ = F (K). By Lemma 4.5, the operator
F (K) maps the operator unit ball ‖K‖ ≤ 1 to itself. Since U is a continuous
operator and U12 is a finite-dimensional operator, then U12 is a compact operator.
Hence the operator ball ‖K‖ ≤ 1 is a weakly compact set and the function F (K) is
continuous with respect to weak topology. By the Schauder Fixed-Point Theorem
(Appendix B.2), there exists a fixed point K0 such that F (K0) = K0 and ‖K0‖ ≤ 1.
By Lemma 4.5, the graph of K0 defines the κ-dimensional non-positive subspace Π,
which is invariant with respect to U . By Lemma 4.3, the κ-dimensional non-positive
subspace Π is the maximal non-positive subspace of Πκ. �

Exercise 4.10 Consider a generalized eigenvalue problem Lu = λM−1u, where
L and M are self-adjoint bounded invertible operators in L2 and show that T =
L−1M−1 is symmetric with respect to operator M−1 in the sense of (4.1.25). As-
sume that κ = n(M) = 0 and derive the Sylvester Law of Inertia (Theorem 4.2)
from the Pontryagin Invariant Subspace Theorem (Theorem 4.3).
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Exercise 4.11 Under the same conditions as in Exercise 4.10, show that T =
L−1M−1 is also symmetric with respect to operator L in Pontryagin space Πκ with
κ = n(L).

4.2 Unstable and stable eigenvalues in the
spectral stability problem

Consider the generalized nonlinear Schrödinger equation,

iψt = −ψxx − f(|ψ|2)ψ, (4.2.1)

where ψ(x, t) : R × R+ → C is the wave function and f(|ψ|2) : R+ → R is the
nonlinear function such that f(0) = 0 and f ′(0) > 0.

Let φ(x) : R→ R be a localized mode of the stationary generalized NLS equation,

−φ′′(x)− f(φ2)φ(x) = ωφ(x), x ∈ R. (4.2.2)

When we substitute

ψ(x, t) =
(
φ(x) + [u(x) + iw(x)]eλt + [ū(x) + iw̄(x)]eλ̄t

)
e−iωt (4.2.3)

and neglect quadratic terms in u and w, we obtain the spectral stability problem,

L+u = −λw, L−w = λu, λ ∈ C (4.2.4)

associated with the Schrödinger operators L±,{
L+ = −∂2

x − ω − f(φ2)− 2φ2f ′(φ2),

L− = −∂2
x − ω − f(φ2).

If we consider the case of the power NLS equation with f(φ2) = (p + 1)φ2p for
p > 0, then the localized mode φ exists in explicit form for any ω < 0 (Exercise
3.31 in Section 3.3.4),

φ(x) = |ω|1/2p sech1/p
(
p
√
|ω|(x− s)

)
, x ∈ R, (4.2.5)

where s ∈ R is an arbitrary parameter of the spatial translation. Note that φ(x) > 0
for all x ∈ R. The following theorem gives sufficient conditions for stability and
instability of the localized mode φ in the generalized NLS equation (4.2.1).

Theorem 4.4 Assume that a localized mode φ exists in the stationary NLS equa-
tion (4.2.2) such that φ(x) > 0 for all x ∈ R and the map R � ω �→ φ ∈ H2(R)
is C1. The localized mode φ is spectrally unstable if ∂ω‖φ‖2L2 > 0 and is spectrally
stable if ∂ω‖φ‖2L2 < 0.

Proof By Lemma 4.1, because φ(x)→ 0 as |x| → ∞ exponentially fast, we have

σc(L±) = σ(−∂2
x − ω) = [|ω|,∞).

Lemma 4.2 implies now that σp(L±) includes finitely many non-positive eigenvalues.
The number of negative eigenvalues of L± is denoted by n(L±).
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It is clear that L−φ = 0 is equivalent to the stationary NLS equation (4.2.2)
thanks to the gauge translation. Because φ(x) > 0 for all x ∈ R, Corollary 4.1
implies that

n(L−) = 0, Ker(L−) = Span{φ}.

Furthermore, L+φ
′ = 0 thanks to the spatial translation of φ(x). Using the same

argument, since φ′(x) has only one zero on R, we obtain

n(L+) = 1, Ker(L+) = Span{φ′} ⊥ Ker(L−).

To count the unstable eigenvalues in the spectral stability problem (4.2.4) with
Re(λ) > 0, we note that if (u,w) ∈ H2(R) × H2(R) is an eigenvector for λ �= 0,
then u belongs to the constrained L2 space,

L2
c =

{
u ∈ L2(R) : 〈u, φ〉L2 = 0

}
. (4.2.6)

Let Pc : L2 → L2
c ⊂ L2 be the orthogonal projection operator and note that

L2
c = Ran(L−). Inverting L− for u ∈ L2

c , we eliminate w from the second equation
of system (4.2.4) by

w = cφ + λPcL
−1
− Pcu,

where c ∈ R is uniquely found from the projection of the first equation of system
(4.2.4) to φ for λ �= 0:

c = −〈(L+ + λ2PcL
−1
− Pc)u, φ〉L2

λ‖φ‖2L2

.

Using the projection operator Pc for the first equation of system (4.2.4), we obtain
the generalized eigenvalue problem

PcL+Pcu = −λPcw = γPcL
−1
− Pcu, γ = −λ2. (4.2.7)

It is clear that PcL
−1
− Pc is a strictly positive bounded operator and that the gen-

eralized eigenvalue problem (4.2.7) has only real semi-simple eigenvalues γ. We
are particularly interested in negative eigenvalues γ since these eigenvalues corre-
spond to pairs of real eigenvalues λ in the spectral stability problem (4.2.4), which
are located symmetrically about 0 and include one unstable eigenvalue (Definition
4.1).

We note that n(L+) = 1, Ker(L+) ∈ L2
c , and L+∂ωφ = φ, so that

〈L−1
+ φ, φ〉L2 = 〈∂ωφ, φ〉L2 =

1
2
dQ

dω
,

where Q(ω) = ‖φ‖2L2 . By Theorem 4.1, PcL+Pc has no negative eigenvalues if
Q′(ω) < 0 and has exactly one negative eigenvalue if Q′(ω) > 0. By Theorem 4.2,
there is exactly one negative eigenvalue γ (real positive λ) if Q′(ω) > 0 and no
negative eigenvalues γ if Q′(ω) < 0.

Corollary 4.3 Let φ be the localized mode (4.2.5) of the power NLS equation
(4.2.1) with f(φ2) = (p + 1)φ2p for p > 0. The localized mode φ is spectrally
unstable if p > 2 and it is spectrally stable if 0 < p < 2.
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Proof Using the exact solution (4.2.5), we compute the dependence Q(ω) explicitly
as

Q(ω) = |ω| 1p− 1
2

∫
R

sech2/p(pz)dz, ω < 0. (4.2.8)

Therefore, Q′(ω) < 0 for p < 2 and the localized mode φ is spectrally stable in the
power NLS equation for p < 2. On the other hand, Q′(ω) > 0 for p > 2 and the
localized mode φ is spectrally unstable for p > 2.

Remark 4.3 The case p = 2 is critical since it follows from (4.2.8) that Q′(ω) = 0
for p = 2. The localized mode φ is still unstable in this case because of the highly
degenerate zero eigenvalue of the spectral stability problem (4.2.4) and the associ-
ated perturbations that grow algebraically in time. Perelman [167] and Comech &
Pelinovsky [40] discuss this case in more detail.

Similar results on the count of the unstable eigenvalues for a positive localized
mode φ hold for d ≥ 1. If n(L+) = 1 and Q′(ω) < 0, the localized mode φ is
spectrally (and orbitally) stable. This result is usually quoted as the Stability The-
orem of Grillakis, Shatah and Strauss [74], although it appeared in the Russian
literature 10 years earlier in the work of Vakhitov & Kolokolov [207]. The spec-
tral stability condition Q′(ω) < 0 is commonly known in the physics literature as
the Vakhitov–Kolokolov criterion, although physicists often forget to check the as-
sumptions n(L−) = 0 and n(L+) = 1, which are necessary for the validity of this
criterion.

If φ is not sign-definite but n(L+) and n(L−) are still finite, the Sylvester Law
of Inertia (Theorem 4.2) is not applicable and we need the Pontryagin Invariant
Subspace Theorem (Theorem 4.3) in an appropriately defined Pontryagin space.
Application of this theory for abstract self-adjoint operators L+ and L− is the goal
of this section.

From a historical perspective, more general theorems on spectral stability of a
sign-indefinite localized mode φ in the Gross–Pitaevskii equation (4.2.1) can be
found in the second paper of Grillakis et al. [75] as well as in the works of Jones
[99, 100] and Grillakis [76, 77] published at the end of the 1980s. While the second
paper of Grillakis [77] has almost all the ingredients of the modern stability analysis,
it took 20 more years to obtain the most general count of all unstable (real and
complex) eigenvalues in the generalized eigenvalue problem for operators L+ and
L− in a constrained L2 space [33, 43, 105, 153].

4.2.1 Count of eigenvalues of the generalized
eigenvalue problem

Let L+ and L− be real-valued self-adjoint operators in L2. Throughout this section,
we assume that σc(L±) ≥ c± for some c± > 0 and σp(L±) includes finitely many
non-positive eigenvalues of finite multiplicities. The negative and zero indices of L±
are denoted by n(L±) and z(L±).

We write an abstract spectral stability problem in the form

L+u = −λw, L−w = λu, λ ∈ C. (4.2.9)
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Let Pc : L2 → L2
c ⊂ L2 be the projection operator to the orthogonal complement

of Ker(L−) given by

L2
c =

{
u ∈ L2 : 〈u, u0〉L2 = 0 for all u0 ∈ Ker(L−)

}
. (4.2.10)

We are only interested in nonzero eigenvalues of the spectral problem (4.2.9)
because only nonzero eigenvalues λ determine the spectral stability or instability
of the underlying solution. Since σc(L−) ≥ c− > 0 and L2 = Ker(L−) ⊕ Ran(L−)
for the self-adjoint operator L−, we have L2

c ≡ Ran(L−). If λ �= 0 and u ∈ L2, then
u ∈ L2

c . As a result, we express w from the second equation of system (4.2.9)

w = λPcL
−1
− Pcu + w0, w0 ∈ Ker(L−). (4.2.11)

Substituting w into the first equation of system (4.2.9) and using the projection
operator Pc, we obtain a closed equation for u,

PcL+Pcu = −λ2PcL
−1
− Pcu, u ∈ H (4.2.12)

and a unique expression for w0,

w0 = − 1
λ

(I − Pc)(L+ + λ2PcL
−1
− Pc)u, (4.2.13)

where λ �= 0 and (I − Pc) is the orthogonal projection from L2 to Ker(L−).
Equation (4.2.12) shows that the linear eigenvalue problem (4.2.9) for nonzero λ

is equivalent to the generalized eigenvalue problem for nonzero γ,

Lu = γM−1u, γ ∈ C, (4.2.14)

where L = PcL+Pc, M−1 = PcL
−1
− Pc, and γ = −λ2. The following lemma states

the equivalence of quadratic forms ‖u‖2L2 and 〈M−1u, u〉L2 for solutions of the
generalized eigenvalue problem (4.2.14).

Lemma 4.6 The generalized eigenvalue problem

Lu = γM−1u with ‖u‖L2 <∞

is equivalent to the generalized eigenvalue problem

Lu = γM−1u with |〈M−1u, u〉L2 | <∞.

Proof Since M−1 is a bounded invertible self-adjoint operator with Dom(M−1) ≡
L2, there exists C > 0 such that

∀u ∈ L2
c : |〈M−1u, u〉L2 | ≤ C‖u‖2L2 . (4.2.15)

Therefore, if u is an eigenvector of Lu = γM−1u and ‖u‖L2 < ∞, then
|〈M−1u, u〉L2 | <∞. On the other hand, L is generally an unbounded non-invertible
self-adjoint operator with Dom(L) ⊆ L2

c . If u is the eigenvector of Lu = γM−1u

with |〈M−1u, u〉L2 | <∞, then u ∈ Dom(L) ⊆ L2
c , so that ‖u‖L2 <∞.
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Operators L and M have finitely many non-positive eigenvalues in L2
c . By the

spectral theory of self-adjoint operators, the constrained space L2
c can be equiva-

lently decomposed into the direct orthogonal sums

L2
c = H−

M ⊕H+
M , (4.2.16)

L2
c = H−

L ⊕H0
L ⊕H+

L , (4.2.17)

whereH−
L denotes the eigenspace for negative eigenvalues of operator L,H0

L denotes
the kernel of L, and H+

L denotes the eigenspace for positive eigenvalues and the
continuous spectrum.

Since Pc is a projection operator defined by the kernel of L− and M−1 =
PcL

−1
− Pc, it is obvious that

dim(H−
M ) = n(L−). (4.2.18)

Let Ker(L−) = Span{v1, v2, ..., vN} with N = z(L−) and define a matrix-valued
function A(μ) by

∀μ /∈ σ(L+) : Ai,j(μ) = 〈(μ− L+)−1vi, vj〉L2 , i, j ∈ {1, 2, ..., N}.

The eigenvalues of L are related to the eigenvalues of L+ by Theorem 4.1, which
gives

dim(H−
L ) = n(L+)− p0 − z0 (4.2.19)

and

dim(H0
L) = z(L+) + z0 − z∞, (4.2.20)

where n0, z0, and p0 are the numbers of negative, zero, and positive eigenvalues of
limμ↑0 A(μ) and z∞ = N − n0 − z0 − p0.

If H0
L is trivial (that is, dim(H0

L) = 0), operator L is invertible and we can
proceed with analysis of the generalized eigenvalue problem (4.2.14). However, if L
is not invertible, we would like to shift this problem and reduce it to an invertible
operator.

Let γ−1 be the smallest (in absolute value) negative eigenvalue of ML. There
exists a small number δ ∈ (0, |γ−1|) such that the operator L+δM−1 is continuously
invertible and the generalized eigenvalue problem (4.2.14) is rewritten in the form

(L + δM−1)u = (γ + δ)M−1u, γ ∈ C. (4.2.21)

By the spectral theory, for any fixed δ ∈ (0, |γ−1|), we have

L2
c = H−

L+δM−1 ⊕H+
L+δM−1 . (4.2.22)

The following lemma characterizes the dimension of H−
L+δM−1 .

Lemma 4.7 Assume that dim(H0
L) = 1 and let {u1, ..., un} be the Jordan chain

of L2-normalized eigenvectors of the generalized eigenvalue problem (4.2.14) given
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by ⎧⎪⎪⎪⎨⎪⎪⎪⎩
Lu1 = 0,

Lu2 = M−1u1,

...

Lun = M−1un−1,

which is truncated if 〈M−1un, u1〉L2 �= 0. Fix δ ∈ (0, |γ−1|), where γ−1 is the
smallest (in absolute value) negative eigenvalue of (4.2.14). Then

dim(H−
L+δM−1) = dim(H−

L ) + N0, (4.2.23)

where

N0 =

{
0 if n is odd and 〈M−1un, u1〉L2 > 0 or if n is even and 〈M−1un, u1〉L2 < 0,

1 if n is odd and 〈M−1un, u1〉L2 < 0 or if n is even and 〈M−1un, u1〉L2 > 0.

Proof Since we shift a self-adjoint operator L to a self-adjoint operator L+ δM−1

for a sufficiently small δ > 0, the zero eigenvalue of operator L becomes a small
real eigenvalue μ(δ) of operator L + δM−1. By perturbation theory for an isolated
eigenvalue of a self-adjoint operator (Chapter VII.3 in [108]), eigenvalue μ(δ) is a
continuous function of δ and

lim
δ↓0

μ(δ)
δn

= (−1)n+1〈M−1un, u1〉L2 . (4.2.24)

The assertion of the lemma follows from the limiting relation (4.2.24). Since no
eigenvalues of (4.2.14) exist in (−|γ−1|, 0), the eigenvalue μ(δ) remains sign-definite
for δ ∈ (0, |γ−1|).

Remark 4.4 Assumption dim(H0
L) = 1 of Lemma 4.7 can be removed by con-

sidering the Jordan block decomposition for the zero eigenvalue and by summing
contributions from all Jordan blocks.

If 0 is a semi-simple eigenvalue of the generalized eigenvalue problem (4.2.14),
the following lemma gives an analogue of Lemma 4.7.

Lemma 4.8 Let Ker(L) = span{u1, u2, ..., un} and MK ∈ R
n×n be the matrix

with elements

(MK)ij = 〈M−1ui, uj〉L2 , 1 ≤ i, j ≤ n.

Then for small δ > 0

dim(H−
L+δM−1) = dim(H−

L ) + dim(H−
MK

). (4.2.25)

Proof Let {u1, u2, ..., un} be a basis for Ker(L), which is orthogonal with respect
to 〈M−1·, ·〉L2 (such a basis always exists if 0 is a semi-simple eigenvalue of Lu =
γM−1u). Then, for the jth Jordan block, the result of Lemma 4.7 with n = 1 shows
that dim(H−

L+δM−1) = dim(H−
L ) + 1 if 〈M−1uj , uj〉L2 < 0. Equality (4.2.25) holds

after summing contributions from all Jordan blocks for this basis. The number
of negative eigenvalues of MK is invariant with respect to the choice of basis in
Ker(L).
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We shall now introduce notation for particular eigenvalues of the generalized
eigenvalue problem (4.2.14) and formulate our main result on the count of unstable
eigenvalues in the spectral stability problem (4.2.9). Recall from Definition 4.1 that
we are looking for unstable eigenvalues λ ∈ C with Re(λ) > 0. By the symmetries
of the spectral stability problem (4.2.9), pairs of real eigenvalues λ correspond
to negative eigenvalues γ, pairs of purely imaginary eigenvalues λ correspond to
positive eigenvalues γ, and quartets of complex eigenvalues λ correspond to pairs of
complex conjugate eigenvalues γ. Therefore, the unstable eigenvalues of the spectral
stability problem (4.2.9) correspond to negative and complex eigenvalues of the
generalized eigenvalue problem (4.2.14).

Let N−
p (N−

n ), N0
p (N0

n), and N+
p (N+

n ) be the numbers of negative, zero, and
positive eigenvalues γ of the generalized eigenvalue problem (4.2.14) with the ac-
count of their algebraic multiplicities whose generalized eigenvectors are associated
to the non-negative (non-positive) values of the quadratic form 〈M−1·, ·〉L2 . Num-
bers N+

p (N+
n ) include both isolated and embedded eigenvalues with respect to the

continuous spectrum of the generalized eigenvalue problem (4.2.14). Let Nc+ (Nc−)
be the number of complex eigenvalues in the upper (lower) half-plane γ ∈ C for
Im(γ) > 0 (Im(γ) < 0). Because L and M are real-valued operators, it is obvious
that Nc+ = Nc− . Our main result is the following theorem.

Theorem 4.5 Assume that σc(L±) ≥ c± > 0 and σp(L±) includes finitely many
non-positive eigenvalues of finite multiplicities. Let L = PcL+Pc, M−1 = PcL

−1
− Pc,

and δ ∈ (0, |γ−1|), where Pc : L2 → [Ker(L−)]⊥ and γ−1 is the smallest (in absolute
value) negative eigenvalue of (4.2.14). Eigenvalues of the generalized eigenvalue
problem (4.2.14) satisfy the following identities:

N−
p + N0

n + N+
n + Nc+ = dim(H−

L+δM−1), (4.2.26)

N−
n + N0

n + N+
n + Nc+ = dim(H−

M ), (4.2.27)

where dim(H−
M ) and dim(H−

L+δM−1) are defined by (4.2.18), (4.2.19), (4.2.23), and
(4.2.25).

Remark 4.5 If L is invertible, then N0
n = 0 and dim(H−

L+δM−1) = dim(H−
L ).

Exercise 4.12 Let L and M be invertible self-adjoint operators with finite num-
bers n(L) and n(M) of negative eigenvalues. Assume that L and M commute and
hence they have a common set of eigenvectors. Show that

N−
p + N+

n = n(L), N−
n + N+

n = n(M), Nc+ = 0,

which agrees with (4.2.26) and (4.2.27).

A direct consequence of Theorem 4.5 is the fact that the total number of un-
stable and potentially unstable eigenvalues of the generalized eigenvalue problem
(4.2.14) equals the total number of negative eigenvalues of the self-adjoint operators
L+δM−1 and M , while the number of negative eigenvalues of the generalized eigen-
value problem (4.2.14) is bounded from below by the difference between negative
eigenvalues of L + δM−1 and M .
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Corollary 4.4 Let Nneg = dim(H−
L+δM−1)+dim(H−

M ), Nunst = N−
p +N−

n +2Nc+ ,
and Npot

unst = 2N+
n + 2N0

n. Then,

Nunst + Npot
unst = Nneg. (4.2.28)

Proof Equality (4.2.28) follows by the sum of (4.2.26) and (4.2.27).

Corollary 4.5 Let N− = N−
p + N−

n . Then,

N− ≥
∣∣∣dim(H−

L+δM−1)− dim(H−
M )
∣∣∣ . (4.2.29)

Proof Inequality (4.2.29) follows by the difference between (4.2.26) and (4.2.27).

We note that the number of unstable eigenvalues Nunst includes N− = N−
p +N−

n

negative eigenvalues γ < 0 and Nc = Nc+ +Nc− = 2Nc+ complex eigenvalues with
Im(γ) �= 0. While eigenvalues Npot

unst = 2N+
n + 2N0

n are neutrally stable, they are
potentially unstable, since they can bifurcate to the complex domain in parameter
continuation at the localized modes (Sections 4.3.1 and 4.3.3).

Exercise 4.13 Assume that dim(H0
L) = 0 (so that δ can be set to 0) and show

that Theorem 4.5 and Corollary 4.4 recover the following theorem from Ref. [75]:
“The localized mode is spectrally stable if n(L+) + n(L−) = p0 and spectrally
unstable if the number n(L+) + n(L−)− p0 is odd.”

Exercise 4.14 Assume that dim(H0
L) = 0 (so that δ can be set to 0) and show

that Theorem 4.5 and Corollary 4.5 recover the following theorem from Ref. [76]:
“There exist at least |n(L+)−n(L−)−p0| real positive eigenvalues λ in the spectral
stability problem (4.2.9). If n(L−) = 0, there are exactly n(L+) − p0 real positive
eigenvalues λ.”

Theorem 4.5 appeared in [33, 43, 105, 153], although the methods of proof pre-
sented therein were quite different. The method of [43] relies on the sequence of
constrained spaces that reduces L2 to the invariant subspace for the continuous
spectrum of the generalized eigenvalue problem. The method of [105] applies the
Grillakis Theorem from [77]. The method of [153] is based on an application of the
Sylvester Law of Inertia extended to non-positive operators M . The proof we give
below follows the method of [33] and it is based on an application of the Pontryagin
Invariant Subspace Theorem.

Proof of Theorem 4.5 Consider the generalized eigenvalue problem (4.2.21) for a
fixed δ ∈ (0, |γ1|) and define a bounded invertible operator

T = (L + δM−1)−1M−1.

Operator T is self-adjoint with respect to 〈M−1·, ·〉L2 . By Theorem 4.3, it has a
κ-dimensional maximal non-positive invariant subspace in Pontryagin space Πκ,
where κ = dim(H−

M ). Identity (4.2.27) follows from the count of eigenvalues of the
generalized eigenvalue problem (4.2.21), which relies on the analysis of T -invariant
subspaces in Pontryagin space (Section 4.2.2).
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On the other hand, let us define another bounded invertible operator

T̃ = M−1(L + δM−1)−1,

which is self-adjoint with respect to 〈(L+δM−1)−1·, ·〉L2 . By Theorem 4.3 again, it
has a κ̃-dimensional maximal non-positive invariant subspace in Pontryagin space
Π̃κ̃, where κ̃ = dim(H−

L+δM−1).
Let Hγ0 be the eigenspace of L2

c associated with an eigenvalue γ0 of operator T̃ .
It follows from the generalized eigenvalue problem (4.2.21) that

∀f, g ∈ Dom(L) : 〈(L + δM−1)f, g〉L2 = (γ0 + δ)〈M−1f, g〉L2 .

Therefore, for f̃ = (L + δM−1)f and g̃ = (L + δM−1)g, we have

∀f̃ , g̃ ∈ L2
c : 〈(L + δM−1)−1f̃ , g̃〉L2 = (γ0 + δ)〈M−1f, g〉L2 .

If γ0 ≥ 0 or Im(γ0) �= 0, the maximal non-positive eigenspace of T̃ in Π̃κ̃ associated
with γ0 coincides with the maximal non-positive eigenspace of T in Πκ. If γ0 < 0,
the maximal non-positive eigenspace of T̃ in Π̃κ̃ coincides with the maximal non-
negative eigenspace of T in Πκ. Identity (4.2.26) follows from the same count of
eigenvalues after N−

n and κ are replaced by N−
p and κ̃ respectively. �

4.2.2 Analysis of invariant subspaces in Pontryagin space

The proof of Theorem 4.5 uses the count of eigenvalues of the generalized eigenvalue
problem (4.2.21) that contribute to the maximal non-positive invariant subspace in
Pontryagin space Πκ. Here we count these eigenvalues in the main result, Theorem
4.7 below.

Let us define the sesquilinear form [·, ·] and the symmetric operator T by

[·, ·] := 〈M−1·, ·〉L2 , T := (L + δM−1)−1M−1. (4.2.30)

We shall consider various sign-definite T -invariant subspaces of Πκ. In general,
these subspaces do not provide a canonical decomposition of Πκ compared with the
direct orthogonal sum (4.2.16). Recall from Definition 4.7 the notation Π+ = H−

M

and Π− = H+
M in the canonical decomposition

Πκ = Π+ ⊕Π−, Π+ ∩Π− = ∅.

Let us denote the eigenvalue of T by λ := 1/(γ + δ). Let Hc+ (Hc−) denote the
T -invariant subspace associated with a complex eigenvalue λ in the upper (lower)
half-plane andHn(Hp) denote the non-positive (non-negative) T -invariant subspace
associated with a real eigenvalue λ.

The spectrum of the generalized eigenvalue problem (4.2.21) consists of not only
eigenvalues but also the continuous spectrum (Definitions 4.5 and 4.6). Nevertheless,
we show that the maximal non-positive T -invariant subspace does not include the
continuous spectrum and only includes isolated and embedded eigenvalues of finite
multiplicities.

Lemma 4.9 The continuous spectrum of T is real.
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Proof Let P+ and P− be projection operators orthogonal to Π+ and Π− re-
spectively. The self-adjoint operator M−1 admits the polar decomposition M−1 =
J |M−1|, where J = P+ − P− and |M−1| is a positive operator. Since J2 = I and
M−1 is self-adjoint, we have

J |M−1|J = |M−1| and J |M−1|1/2J = |M−1|1/2.

Operator T = BM−1 with B = (L + δM−1)−1 is similar to the operator

|M−1|1/2BJ |M−1|1/2 = |M−1|1/2BJ |M−1|1/2(J + 2P−)

= |M−1|1/2B|M−1|1/2 + 2|M−1|1/2BJ |M−1|1/2P−.

Since P− is a projection to a finite-dimensional subspace, the second operator in the
sum is a finite-rank perturbation of the first operator in the sum. By Theorem 18 of
Glazman [69], the continuous part of the self-adjoint operator |M−1|1/2B|M−1|1/2
is the same as that of |M−1|1/2BJ |M−1|1/2, which is the same as that of T by the
similarity transformation.

Theorem 4.6 Let Πc be an invariant subspace associated with the continuous
spectrum of T . Then, [f, f ] > 0 for any nonzero f ∈ Πc.

Proof By Theorem 4.3, the operator T has a κ-dimensional maximal non-positive
invariant subspace of Πκ. Let us denote this subspace by Π. Because any finite-
dimensional invariant subspace of T cannot be a part of Πc, Π and Πc intersect
trivially. Assume now that there exists a nonzero f0 ∈ Πc such that [f0, f0] ≤ 0.
Since f0 /∈ Π, the subspace spanned by f0 and the basis vectors in Π is a (κ + 1)-
dimensional non-positive subspace of Πκ. However, by Lemma 4.3, the maximal
dimension of any non-positive subspace of Πκ is κ. Therefore, [f0, f0] > 0 for any
nonzero f0 ∈ Πc.

Note that Theorem 4.6 states that the quadratic form associated with the self-
adjoint operator M−1 is strictly positive on the subspace related to the continuous
spectrum of the generalized eigenvalue problem (4.2.21). This result has a technical
significance since it establishes a similarity between the spectral stability analysis
based on Sylvester’s Law of Inertia with QL(P̃cu) > 0 (Section 4.1.2) and the one
based on Pontryagin’s invariant subspaces (Section 4.1.3).

It remains to count isolated and embedded eigenvalues of finite multiplicities for
operator T . Note that T is self-adjoint in the Pontryagin space Πκ. Let Hλ denote
the eigenspace of Πκ associated with the eigenvalue λ of T , so that

Ker(T − λI) �= ∅, Hλ = ∩k∈NKer(T − λI)k.

As previously, the eigenvalue λ is said to be semi-simple if

dim Ker(T − λI) = dim(Hλ)

and multiple if

dim Ker(T − λI) < dim(Hλ).
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In the latter case, the eigenspace Hλ can be represented by the union of Jordan
blocks and the canonical basis for each Jordan block is built by the generalized
eigenvectors,

fj ∈ Πκ : Tfj = λfj + fj−1, j ∈ {1, ..., n}, (4.2.31)

where f0 = 0. Each Jordan block of generalized eigenvectors (4.2.31) is associated
with a single eigenvector of T . We start with an elementary result about the gen-
eralization of the Fredholm theory for a symmetric operator T in the Pontryagin
space Πκ.

Lemma 4.10 Let λ be an isolated eigenvalue of T associated with a one-
dimensional eigenspace Ker(T − λI) = Span{f1}. Then, λ ∈ R is algebraically
simple if and only if [f1, f1] �= 0 and λ ∈ C is algebraically simple if and only if
[f1, f̄1] �= 0.

Proof Since (L+δM−1)−1 and M−1 are bounded invertible self-adjoint operators,
the eigenvalue problem Tf = λf in the Pontryagin space Πκ is rewritten as the
generalized eigenvalue problem

M−1f = λ(L + δM−1)f (4.2.32)

in the Hilbert space L2
c . Since λ is an isolated eigenvalue, the Fredholm theory

for the generalized eigenvalue problem (4.2.32) implies that λ ∈ R is algebraically
simple if and only if

〈(L + δM−1)f1, f1〉L2 �= 0,

while λ ∈ C is algebraically simple if and only if

〈(L + δM−1)f1, f̄1〉L2 �= 0.

Since λ �= 0 (otherwise, M−1 is not invertible), the condition of the Fredholm theory
is equivalent to the condition that 〈M−1f1, f1〉L2 �= 0 and 〈M−1f1, f̄1〉L2 �= 0,
respectively. The assertion of the lemma is proved when definition (4.2.30) of the
sesquilinear form is used.

Lemma 4.11 Let Hλ and Hμ be eigenspaces associated with eigenvalues λ and μ

of the operator T and λ �= μ̄. Then Hλ is orthogonal to Hμ with respect to [·, ·].

Proof Let n ≥ 1 and m ≥ 1 be the dimensions of Hλ and Hμ, respectively. Using
the Jordan chain (4.2.31), we write

f ∈ Hλ ⇐⇒ (T − λI)nf = 0,

g ∈ Hμ ⇐⇒ (T − μI)mg = 0.

We should prove that [f, g] = 0 by induction for n+m ≥ 2. If n+m = 2 (n = m = 1),
then it is found directly that

(μ̄− λ)[f, g] = 0, f ∈ Hλ, g ∈ Hμ,

so that [f, g] = 0 for λ �= μ̄. Let us assume that subspacesHλ andHμ are orthogonal
for 2 ≤ n+m ≤ k and prove that an extended subspace H̃λ with ñ = n+1 remains
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orthogonal to Hμ. To do so, we define f̃ = (T − λI)f , g̃ = (T − λI)g and verify
that

f ∈ H̃λ ⇐⇒ (T − λI)ñf = (T − λI)nf̃ = 0,

g ∈ H̃μ ⇐⇒ (T − μI)mf = (T − μI)m−1g̃ = 0.

By the inductive assumption, we have [f̃ , g] = [f, g̃] = 0, so that

0 = [f̃ , g] = [(T − λI)f, g] = (μ̄− λ)[f, g] + [f, g̃] = (μ̄− λ)[f, g].

Therefore, [f, g] = 0 for λ �= μ̄. Similarly, an extended subspace H̃μ with m̃ = m+1
remains orthogonal to Hλ. The assertion of the lemma follows by the induction
method.

Lemma 4.12 Let Hλ be an eigenspace associated with an isolated eigenvalue
λ ∈ R of T and {f1, f2, ..., fn} be the Jordan chain of eigenvectors. Let

H0 = Span{f1, f2, ..., fk} ⊂ Hλ

and

H̃0 = Span{f1, f2, ..., fk, fk+1} ⊂ Hλ,

where k = 1
2n if n is even and k = 1

2 (n− 1) if n is odd.

(i) If n is even (n = 2k), the neutral subspace H0 is the maximal sign-definite
subspace of Hλ.

(ii) If n is odd (n = 2k+1), the subspace H̃0 is the maximal non-negative subspace
of Hλ if [f1, fn] > 0 and the maximal non-positive subspace of Hλ if [f1, fn] < 0,
while the neutral subspace H0 is the maximal non-positive subspace of Hλ if
[f1, fn] > 0 and the maximal non-negative subspace of Hλ if [f1, fn] < 0.

Proof Without loss of generality we will consider the case λ = 0 (the same argu-
ment is applied to the operator T̃ = T − λI if λ �= 0). We will show that [f, f ] = 0
for any f ∈ H0. Using a decomposition over the basis in H0, we obtain

∀f =
k∑

i=1

αifi : [f, f ] =
k∑

i=1

k∑
j=1

αiᾱj [fi, fj ] . (4.2.33)

For any 1 ≤ i, j ≤ k, we note

[fi, fj ] = [Tfi+1, T fj+1] = ... =
[
T kfi+k, T

kfj+k

]
=
[
T 2kfi+k, fj+k

]
.

In the case of even n = 2k, we have

[fi, fj ] = [Tnfi+k, fj+k] = 0, 1 ≤ i, j ≤ k.

In the case of odd n = 2k + 1, we have

[fi, fj ] = [Tn+1fi+k+1, fj+k+1] = 0, 1 ≤ i, j ≤ k.

Therefore, H0 is a neutral subspace of Hλ0 . To show that it is the maximal neutral
subspace ofHλ0 , letH′

0 = Span{f1, f2, ..., fk, fk0}, where k+1 ≤ k0 ≤ n. Since fn+1

does not exist in the Jordan chain (4.2.31) (otherwise, the algebraic multiplicity is
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n+ 1) and λ0 is an isolated eigenvalue, then [f1, fn] �= 0 by Lemma 4.10. It follows
from the Jordan chain (4.2.31) that

[f1, fn] = [Tm−1fm, fn] = [fm, Tm−1fn] = [fm, fn−m+1] �= 0. (4.2.34)

When n = 2k, we have 1 ≤ n − k0 + 1 ≤ k, so that [fk0 , fn−k0+1] �= 0 and the
subspace H′

0 is sign-indefinite in the decomposition (4.2.33). When n = 2k + 1, we
have 1 ≤ n−k0 +1 ≤ k for k0 ≥ k+2 and n−k0 +1 = k+1 for k0 = k+1. In either
case, [fk0 , fn−k0+1] �= 0 and the subspace H′

0 is sign-indefinite in the decomposition
(4.2.33) unless k0 = k + 1. In the latter case, we have

[fk+1, fk+1] = [f1, fn] �= 0 and [fj , fk+1] = [T 2kfj+k, fn] = 0, 1 ≤ j ≤ k.

Therefore, the subspaceH′
0 with k0 = k+1, that is H̃0, is non-negative for [f1, fn] >

0 and non-positive for [f1, fn] < 0.

Lemma 4.13 If λ ∈ R is an algebraically simple embedded eigenvalue, then the
corresponding eigenspace Hλ = Span{f1} is either positive or negative or neutral
depending on the value of [f1, f1].

Proof Because the embedded eigenvalue is assumed to be algebraically simple, the
assertion of the lemma is trivial.

There is a technical problem to extend the result of Lemma 4.13 to multiple
embedded eigenvalues. If λ ∈ R is an embedded eigenvalue of T , the Jordan chain
(4.2.31) can terminate at fn even if [f1, fn] = 0. Indeed, the Fredholm theory for
the generalized eigenvalue problem in Lemma 4.10 gives a necessary but not a
sufficient condition for existence of the solution fn+1 in the Jordan chain (4.2.31) if
the eigenvalue λ is embedded into the continuous spectrum. If [f1, fn] = 0 but fn+1

does not exist in Πκ, the neutral subspaces H0 for n = 2k and H̃0 for n = 2k + 1
in Lemma 4.12 may not be the maximal non-positive or non-negative subspaces.

Lemma 4.14 Let λ ∈ C, Im(λ) > 0 be an eigenvalue of T , Hλ be the correspond-
ing eigenspace, and H̃λ = Hλ ∪Hλ̄. Then, the neutral subspace Hλ is the maximal
sign-definite subspace of H̃λ.

Proof By Lemma 4.11 with λ = μ, the eigenspace Hλ is orthogonal to itself with
respect to [·, ·], so that Hλ is a neutral subspace. It remains to prove that Hλ is
the maximal sign-definite subspace of H̃λ. Let Hλ = Span{f1, f2, ..., fn}, where
{f1, f2, ..., fn} is the Jordan chain of eigenvectors (4.2.31). Consider a subspace
H′

λ0
= Span{f1, f2, ..., fn, f̄j} for any 1 ≤ j ≤ n and construct a linear combination

of fn+1−j and f̄j :

∀α ∈ C : [fn+1−j + αf̄j , fn+1−j + αf̄j ] = 2 Re
(
α[f̄j , fn+1−j ]

)
= 2 Re

(
α[f̄1, fn]

)
.

By Lemma 4.10, we have [fn, f̄1] �= 0, so that the linear combination fn+1−j + αf̄j
is sign-indefinite with respect to [·, ·].
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Exercise 4.15 Let γ = γR + iγI be a complex eigenvalue of Lu = γM−1u

with a complex-valued eigenvector u = uR + iuI . Let u = cRuR + cIuI , where
c = (cR, cI) ∈ R

2 and show that

〈Lu, u〉L2 = 〈L̂c, c〉R2 , 〈M−1u, u〉L2 = 〈M̂c, c〉R2 ,

where matrices L̂ and M̂ have exactly one positive and one negative eigenvalue.

Exercise 4.16 Let γ0 ∈ R be a double eigenvalue of Lu = γM−1u with an
eigenvector u0 and a generalized eigenvector u1, according to equations{

Lu0 = γ0M
−1u0,

Lu1 = γ0M
−1u1 + M−1u0,

which terminates at u1 if 〈M−1u1, u0〉L2 �= 0. Show that the maximal non-negative
subspace of Hγ0 = Span{u0, u1} with respect to both 〈L·, ·〉 and 〈M−1·, ·〉L2 is
one-dimensional.

Exercise 4.17 Let γ0 > 0 be an eigenvalue of Lu = γM−1u of algebraic multi-
plicity three with an eigenvector u0 and the generalized eigenvectors u1 and u2,
according to equations ⎧⎪⎨⎪⎩

Lu0 = γ0M
−1u0,

Lu1 = γ0M
−1u1 + M−1u0,

Lu2 = γ0M
−1u2 + M−1u1,

which terminates at u2 if 〈M−1u2, u0〉L2 �= 0. Show that the maximal non-negative
subspace of Hγ0 = Span{u0, u1, u2} with respect to both 〈L·, ·〉 and 〈M−1·, ·〉L2 is
two-dimensional if 〈M−1u2, u0〉L2 > 0 and one-dimensional if 〈M−1u2, u0〉L2 < 0.

The following theorem summarizes the count of the dimensions of the maximal
non-positive and non-negative subspaces associated with eigenspaces of T in Πκ.

Theorem 4.7 Let Nn(λ) (Np(λ)) denote the dimension of the maximal non-
positive (non-negative) subspace of Πκ corresponding to the eigenspace Hλ of oper-
ator T for an eigenvalue λ.

If λ ∈ R is isolated from the continuous spectrum, then

dim(Hλ) = Np(λ) + Nn(λ) (4.2.35)

and, for each Jordan block of generalized eigenvectors, we have the following:

(1) If n = 2k, then Np(λ) = Nn(λ) = k.
(2) If n = 2k + 1 and [f1, fn] > 0, then Np(λ) = k + 1 and Nn(λ) = k.
(3) If n = 2k + 1 and [f1, fn] < 0, then Np(λ) = k and Nn(λ) = k + 1.

If λ ∈ R is a simple embedded eigenvalue, then we have the following:

(1) If [f1, f1] > 0, then Np(λ) = 1, Nn(λ) = 0.
(2) If [f1, f1] < 0, then Np(λ) = 0, Nn(λ) = 1.
(3) If [f1, f1] = 0, then Np(λ) = Nn(λ) = 1.

If λ /∈ R, then dim(Hλ) = Np(λ) = Nn(λ).
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Proof The assertions of the theorem follow from Lemmas 4.12, 4.13, and 4.14.

Remark 4.6 For a simple embedded eigenvalue λ ∈ R, equality (4.2.35) does not
hold in case (3) of Theorem 4.7 as

1 = dim(Hλ) < Np(λ) + Nn(λ) = 2.

If λ ∈ R is a multiple embedded eigenvalue, computation of the projection matrix
[fi, fj ] is needed in order to find the dimensions Np(λ) and Nn(λ).

If the number of negative eigenvalues of operators L + δM−1 and M equal the
number of particular eigenvalues of the generalized eigenvalue problem (4.2.21), it
is natural to ask if the total number of isolated eigenvalues of L + δM−1 and M

is related to the total number of isolated eigenvalues of the generalized eigenvalue
problem (4.2.14). The following exercise shows that the latter is bounded from above
by the former under the assumption of no embedded eigenvalues in the generalized
eigenvalue problem [33].

Exercise 4.18 Assume that no embedded eigenvalues occur in the generalized
eigenvalue problem (4.2.21) and prove that the eigenvalues satisfy the inequality

N−
p + N0

p + N+
p + Nc+ ≤ NL + NM , (4.2.36)

where NL and NM are the total numbers of isolated eigenvalues of L and M .

4.3 Spectral stability of localized modes

Let us consider the Gross–Pitaevskii equation,

iψt = −ψxx + V (x)ψ + σ|ψ|2ψ, (4.3.1)

where ψ(x, t) : R × R+ → C, σ ∈ {1,−1}, and V (x) : R → R is a 2π-periodic
bounded potential.

The stationary Gross–Pitaevskii equation in the focusing case σ = −1,

−φ′′(x) + V (x)φ(x)− φ3(x) = ωφ(x), x ∈ R, (4.3.2)

admits a strong localized mode φ ∈ H2(R) for any ω < ω0 = inf σ(L), where
L = −∂2

x + V (x) (Section 3.1). The localized mode φ(x) decays to zero as |x| → ∞
exponentially fast.

Using the same linearization technique as in Section 4.2, we obtain the spectral
stability problem

Lu = λu, L =
[

0 L−
−L+ 0

]
, u =

[
u

w

]
, (4.3.3)

associated with the Schrödinger operators L±,{
L+ = −∂2

x + V (x)− ω − 3φ2(x),

L− = −∂2
x + V (x)− ω − φ2(x).
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We note that L± has both periodic potentials V (x) and exponentially decaying po-
tentials φ2(x). The following theorem describes the spectral stability of the localized
mode φ.

Theorem 4.8 Assume that the map R � ω �→ φ ∈ H2(R) is C1 near a fixed ω,
0 /∈ σ(L+) for this ω, and φ(x) > 0 for all x ∈ R. The localized mode φ is spectrally
unstable if n(L+) ≥ 2 or n(L+) = 1 and d

dω‖φ‖2L2 > 0 and it is spectrally stable if
n(L+) = 1 and d

dω‖φ‖2L2 < 0.

Proof Because φ(x) decays to zero exponentially fast as |x| → ∞, Lemma 4.1
extended to the case of both periodic and decaying potentials implies that

σc(L±) = σ(−∂2
x + V (x)− ω) ≥ ω0 − ω > 0.

The point spectrum of operators L± is isolated from the continuous spectrum
σc(L±) and it includes finitely many negative eigenvalues and, possibly, a zero
eigenvalue.

To compute the location of σ(L), we consider the spectrum of the limiting prob-
lem

(−∂2
x + V (x)− ω)u = −λw, (−∂2

x + V (x)− ω)w = λu.

This problem becomes diagonal in variables v± = u± iw,

(−∂2
x + V (x)− ω)v± = ±iλv±.

Therefore, σc(L) = ±iσ(−∂2
x +V (x)−ω), that is, σc(L) ⊂ iR with the gap (−ic, ic)

near the origin, where c = ω0 − ω > 0.
Because L−φ = 0 is equivalent to the stationary equation (4.3.2), we note that

0 ∈ σp(L−). By the assumption that φ(x) > 0 for all x ∈ R. Lemma 4.2 and
Corollary 4.1 extended to the case of both periodic and decaying potentials imply
that 0 is a simple eigenvalue of L− and no negative eigenvalues of L− exist.

By the assumption of the theorem, 0 /∈ σp(L+). There are still negative eigenval-
ues of L+, which follows from the negativity of the quadratic form

〈L+φ, φ〉L2 = −2φ2 < 0.

Hence, we have n(L+) ≥ 1.
Because L+ is invertible, L−1

+ φ exists. Taking the derivative of the stationary
equation (4.3.2) in ω under the assumption that the map R � ω �→ φ ∈ H2(R) is
C1 shows that L−1

+ φ = ∂ωφ. Algorithmic computations then show that

Ker(L) = span
{[

0
φ

]}
,

⋃
n≥1

Ker(Ln) = span
{[

0
φ

]
,

[
∂ωφ

0

]}
,

under the condition that Q′(ω) �= 0, where Q(ω) = ‖φ‖2L2 . Indeed, Lu = 0 gives

L+u = 0, L−w = 0,

with the only solution u = 0 and w = C1φ for C1 ∈ R. If L2u = 0, then Lu ∈
Ker(L), which gives the system

L+u = C1φ, L−w = 0,
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with the only solution u = C1∂ωφ and w = C2φ for (C1, C2) ∈ R
2. Finally, if

L3u = 0, then Lu ∈ Ker(L2), which gives the system

L+u = C1φ, L−w = C2∂ωφ,

which does not generate new solutions if

〈∂ωφ, φ〉L2 =
1
2
dQ

dω
�= 0.

Thus, 0 ∈ σp(L) is an eigenvalue of geometric multiplicity one and algebraic
multiplicity two.

We can now consider nonzero isolated eigenvalues of σp(L). If u = (u,w) ∈
H2(R)×H2(R) is an eigenvector of L for λ �= 0, then

〈u, φ〉L2 = 0, 〈w, ∂ωφ〉L2 = 0. (4.3.4)

Let us consider the constrained L2 space,

L2
c =

{
u ∈ L2(R) : 〈u, φ〉L2 = 0

}
and let Pc : L2 → L2

c ⊂ L2 be the orthogonal projection operator. If u ∈ L2
c , then

we can now eliminate the component w from system (4.3.3) by

w = Cφ + λPcL
−1
− Pcu,

where C ∈ R is uniquely found from the projection to φ for λ �= 0:

C = −〈(L+ + λ2PcL
−1
− Pc)u, φ〉L2

λ‖φ‖2L2

.

Using the projection operator Pc, we can close system (4.3.3) at the generalized
eigenvalue problem,

PcL+Pcu = −λPcw = γPcL
−1
− Pcu, γ = −λ2. (4.3.5)

Because operator PcL
−1
− Pc is strictly positive, all eigenvalues γ are real and simple

and the number of negative eigenvalues γ equals the number of negative eigenvalues
of PcL+Pc (Theorem 4.2).

By Theorem 4.1, we know that n(PcL+Pc) = n(L+)−1 if 〈L−1
+ φ, φ〉L2 < 0, which

gives Q′(ω) < 0, whereas n(PcL+Pc) = n(L+) if 〈L−1
+ φ, φ〉L2 > 0, which gives

Q′(ω) > 0. Spectral stability corresponds to the case of strictly positive eigenvalues
γ, which may only happen if n(L+) = 1 and Q′(ω) < 0. In the case n(L+) ≥ 2 or
n(L+) = 1 and Q′(ω) > 0, there is at least one negative eigenvalue γ < 0, which
gives at least one unstable eigenvalue λ > 0.

Two distinct branches of localized modes φ exist with Q′(ω) < 0 in the limit
of large negative ω (Section 3.2.3). Exercise 3.10 shows that n(L+) = 1 for the
localized mode φ which is centered at the minimum of V (x), and n(L+) = 2 for
the localized mode φ which is centered at the maximum of V (x). Therefore, the
former localized mode is spectrally stable, whereas the latter localized mode is
spectrally unstable with exactly one real unstable eigenvalue.
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If V (x) ≡ 0, the two distinct localized modes belong to the family of transla-
tionally invariant localized modes φ(x − s), s ∈ R of the stationary cubic NLS
equation,

−φ′′(x)− φ3(x) = ωφ(x), x ∈ R.

In this case, the localized mode exists in the explicit form,

φ(x) =
√

2|ω| sech(
√
|ω|x), ω < 0.

Direct computation gives Q′(ω) < 0. Because L+φ
′(x) = 0 and φ′(x) has exactly one

zero on R, we have n(L+) = 1 and z(L+) = 1, so that L has additional degeneracy
at 0 but no unstable eigenvalues with Re(λ) > 0. As a result, the localized mode
φ(x − s) is spectrally stable for all s ∈ R in the case of the cubic NLS equation
(Corollary 4.3 for p = 1).

If the localized mode φ is sign-indefinite on R, the count of unstable eigenvalues is
developed from Theorem 4.5. However, this construction only works if the number
of zeros of φ is finite on R, that is, if ω is fixed in the semi-infinite gap with ω < ω0.
Unfortunately, no information on stability of localized modes φ can be extracted
for ω in a finite gap of the spectrum of L = −∂2

x + V (x).
To overcome this limitation, we shall apply reductions of the Gross–Pitaevskii

equation with a periodic potential to the nonlinear evolution equations with con-
stant coefficients. We restrict ourselves to a number of prototypical examples that
include solitons in the coupled NLS equation (Section 4.3.1), vortices in the NLS
equation (Section 4.3.2), soliton configurations in the DNLS equation (Section
4.3.3), vortex configurations in the DNLS equation (Section 4.3.4), and gap solitons
in the nonlinear Dirac equations (Section 4.3.5).

Other examples of localized modes in nonlinear evolution equations will remain
outside the scope of this book. Readers can find stability analysis of solitons of the
generalized Korteweg–de Vries equation in [34], solitons of the Boussinesq equa-
tion in [132], solitons of the Maxwell–Bloch equations in [128], among many other
examples.

4.3.1 Solitons in the coupled NLS equations

Let us consider the coupled cubic NLS equations,{
i∂tψ1 + ∂2

xψ1 +
(
|ψ1|2 + χ|ψ2|2

)
ψ1 = 0,

i∂tψ2 + ∂2
xψ2 +

(
χ|ψ1|2 + |ψ2|2

)
ψ2 = 0,

(4.3.6)

where ψ1,2(x, t) : R × R+ → C are envelope amplitudes and χ > 0 is the coupling
constant. This system coincides with system (1.2.11) from Section 1.2.1, where it
is shown that the system has the standard complex-valued Hamiltonian structure
with the conserved Hamiltonian,

H =
∫
R

(
|∂xψ1|2 + |∂xψ2|2 −

1
2
(
|ψ1|4 + 2χ|ψ1|2|ψ2|2 + |ψ2|4

))
dx,
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the conserved powers,

Q1 =
∫
R

|ψ1|2dx, Q2 =
∫
R

|ψ2|2dx,

and the conserved momentum,

P = i
∫
R

(
ψ1∂xψ̄1 − ψ̄1∂xψ1 + ψ2∂xψ̄2 − ψ̄2∂xψ2

)
dx.

Stationary localized modes are given by

ψ1(x, t) = φ1(x)e−iω1t, ψ2(x, t) = φ2(x)e−iω2t,

where (φ1, φ2) are real-valued functions and (ω1, ω2) belong to an open domain
D ⊂ R

2. Weak stationary solutions (φ1, φ2) ∈ H1(R)×H1(R) are critical points of
the energy functional

Eω(u1, u2) = H(u1, u2)− ω1Q1(u1)− ω2Q2(u2). (4.3.7)

Exercise 4.19 Assume that the map R
2 � (ω1, ω2) �→ (φ1, φ2) ∈ H1(R) ×

H1(R) is C1 and show that the Hessian matrix of the energy surface D(ω1, ω2) =
Eω(φ1, φ2) is symmetric with

Ui,j :=
∂2D

∂ωi∂ωj
= −∂Qi

∂ωj
= −∂Qj

∂ωi
, i, j ∈ {1, 2}. (4.3.8)

The linearization of the coupled NLS equations (4.3.6) leads to the spectral sta-
bility problem

L+u = −λw, L−w = λu, λ ∈ C, (4.3.9)

where L± are 2× 2 matrix Schrödinger operators,

(L−)i,j =
(
−∂2

x + ωj

)
δi,j − Vi,j(x),

(L+)i,j =
(
−∂2

x + ωj

)
δi,j − Vi,j(x)−Wi,j(x),

associated with the decaying potentials

V (x) =

[
φ2

1(x) + χφ2
2(x) 0

0 χφ2
1(x) + φ2

2(x)

]
,

W (x) = 2

[
φ2

1(x) χφ1(x)φ2(x)

χφ1(x)φ2(x) φ2
2(x)

]
.

Exercise 4.20 Assume that φ1(x) and φ2(x) are not identically zero for all x ∈ R

and show that

Ker(L−) = Span {φ1e1, φ2e2} ,

where {e1, e2} is a standard basis in R
2. Show that φ′ ∈ Ker(L+), where φ′ =

(φ′
1(x), φ′

2(x)).
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To invert the operator L−, we define the constrained L2 space,

L2
c =

{
u = (u1, u2) ∈ L2(R)× L2(R) : 〈u1, φ1〉L2 = 〈u2, φ2〉L2 = 0

}
.

There are also constraints on w = (w1, w2), but, as we did earlier, the eigenvalue
problem (4.3.9) for λ �= 0 can be closed at the generalized eigenvalue problem,

PcL+Pcu = γPcL
−1
− Pcu, γ = −λ2, (4.3.10)

where Pc : L2 → L2
c ⊂ L2 is an orthogonal projection operator.

Exercise 4.21 Assume that Ker(L+) ⊥ Ker(L−) and show that

n(PcL+Pc) = n(L+)− p(U)− z(U), z(PcL+Pc) = z(L+) + z(U),

where p(U) and z(U) are the numbers of positive and zero eigenvalues of the Hessian
matrix U of the energy surface D(ω1, ω2).

Exercise 4.22 Consider a traveling localized mode of the coupled NLS equations
(4.3.6),

ψ1(x, t) = φ̃1(x + 2ct)e−iω̃1t, ψ2(x, t) = φ̃2(x + 2ct)e−iω̃2t,

where (φ̃1, φ̃2) is a critical point of the energy functional

Ẽω(u1, u2) = H(u1, u2)− ω̃1Q1(u1)− ω̃2Q2(u2)− cP (u1, u2).

Define the Hessian matrix Ũ of the extended energy surface D̃(ω1, ω2, c) =
Ẽω(φ̃1, φ̃2) and use Galileo invariance (1.2.19) to show that p(Ũ) = p(U) and
z(Ũ) = z(U).

The following theorem determines the spectral stability of localized modes in the
coupled NLS equations (4.3.6) based on Theorem 4.5.

Theorem 4.9 Assume that z(L+) = 1 and z(U) = 0 for a point (ω1, ω2) in
the domain D. The numbers of eigenvalues γ of the generalized eigenvalue problem
(4.3.10) satisfy

N−
p + N+

n + Nc+ = n(L+)− p(U), (4.3.11)

N−
n + N+

n + Nc+ = n(L−). (4.3.12)

Proof The assumptions of Theorem 4.5 are satisfied and equalities (4.3.11) and
(4.3.12) follow from equalities (4.2.26) and (4.2.27) if N0

n = 0 and

dim(H−
L+δM−1) = n(L+)− p(U).

From the assumptions of the theorem, we have Ker(L+) = Span{φ′}, where φ′ =
(φ′

1(x), φ′
2(x)). Let φ = (φ1(x), φ2(x)) and observe that

L−(xφ) = −2φ′.

Since Ker(L+) ⊥ Ker(L−), we have

〈L−1
− φ′,φ′〉L2 = −1

2
〈xφ,φ′〉L2 =

1
4
(Q1 + Q2) > 0.
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By the definition of N0
n and N0

p , we have N0
n = 0 and N0

p = z(L+) = 1. By
Lemma 4.7, we obtain dim(H−

L+δM−1) = dim(H−
L ). On the other hand, since

L+∂ω1φ = φ1e1, L+∂ω2φ = φ2e2,

we obtain

lim
μ↑0

Ai,j(μ) = −〈L−1
+ φiei, φjej〉L2 = −〈∂ωi

φ, φjej〉L2 =
1
2
Ui,j , i, j ∈ {1, 2}.

Therefore, p0 = p(U) and z0 = z(U) = 0. Using (4.2.19), we obtain dim(H−
L ) =

n(L+)− p(U). The assertion of the theorem is proved.

Equalities (4.3.11) and (4.3.12) are not precise as they do not specify if the
localized mode φ is spectrally stable or spectrally unstable. To make the conclusion
more precise, we consider a particular family of localized modes that bifurcates from
the solution of the stationary cubic NLS equation,

−φ′′
0(x)− φ3

0 = ωφ0, x ∈ R,

for any fixed ω < 0. The exact localized solution for φ0(x) is available in the analytic
form,

φ0(x) =
√

2|ω| sech(
√
|ω|x),

where it is chosen to be centered at x = 0 thanks to the translational invariance of
the NLS equation.

If φ1 = φ0 and ω1 = ω, then substituting φ0 into the second equation of system
(4.3.6) and linearizing it around the zero solution, we obtain the linear stationary
Schrödinger equation,

−ψ′′(x)− 2χ|ω|sech2(
√
|ω|x)ψ(x) = λψ(x), x ∈ R. (4.3.13)

The second-order differential equation (4.3.13) can be reduced to the hypergeomet-
ric equation, from which exact expressions for the eigenvalues and eigenfunctions
can be obtained [213]. As a summary of this theory, we state that for χ ∈ (χn, χn+1),
where

χn =
n(n + 1)

2
, n ∈ N0,

there exist exactly n+1 negative eigenvalues of the stationary Schrödinger equation
(4.3.13) at λ ∈ {−λ2

0|ω|,−λ2
1|ω|, ...,−λ2

n|ω|}, where

λk =
√

1 + 8χ− (2k + 1)
2

, k ∈ {0, 1, ..., n}.

The eigenfunction ψ0(x) for λ = −λ2
0|ω| is

ψ0(x) = sechλ0(
√
|ω|x) > 0, x ∈ R.

The eigenfunction ψk(x) for λ = −λ2
k|ω| has exactly k zeros on R, in agreement

with Corollary 4.1.
We shall now consider the family of localized modes φ = (φ1, φ2) of the coupled

NLS equations (4.3.6) such that the first component φ1(x) is positive for all x ∈ R

and the second component φ2(x) has exactly n zeros on R. The following local
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bifurcation result shows that this family exists for χ > χn in a neighborhood of the
solution (φ1, φ2) = (φ0, 0), which corresponds to the bifurcation curve ω2 = λ2

nω1.
Thanks to the scaling invariance, we can set ω1 = −1 for convenience.

Lemma 4.15 Fix n ∈ N0, χ > χn and assume that δn �= 0, where

δn = −2χ2〈φ0ψ
2
n, L

−1
1 φ0ψ

2
n〉L2 − ‖ψn‖4L4 . (4.3.14)

There exists an εn > 0 such that the coupled NLS equations (4.3.6) admit a localized
mode (φ1, φ2) near (φ0, 0) for ω1 = −1 and ω2 ∈ Bn, where

Bn = (−λ2
n,−λ2

n + εn) if δn > 0, Bn = (−λ2
n − εn,−λ2

n) if δn < 0.

Proof The proof follows the method of Lyapunov–Schmidt reductions (Section
3.2.1). To simplify details, let us expand the solution (φ1, φ2) near (φ0, 0) as

φ1(x) = φ0(x) + ε2φ̃1(x) +O(ε4),

φ2(x) = εψn(x) + ε3φ̃2(x) +O(ε5),

ω2 = −λ2
n + ε2δn +O(ε4),

where φ0(x) =
√

2 sech(x), ψn(x) is the L2-normalized eigenfunction of the linear
Schrödinger equation (4.3.13) for ω = −1 and λ = −λ2

n, and ε is a formal small
parameter.

The first two corrections of the perturbation series satisfy the linear inhomoge-
neous equations

L1φ̃1 = χφ0ψ
2
n,

L2φ̃2 = δnψn + 2χφ0ψnφ̃1 + ψ3
n,

where

L1 = −∂2
x + 1− 6 sech2(x), L2 = −∂2

x + λ2
n − 2χ sech2(x).

We note that Ker(L1) = Span{φ′
0} and Ker(L2) = Span{ψn}. Since φ′

0(x) is odd
on R, the operator L1 is invertible in the space of even functions and a unique even
solution φ̃1 ∈ H2(R) exists. On the other hand, the solution φ̃2 ∈ H2(R) exists if
and only if δn is given by

δn = −〈ψ2
n, 2χφ0φ̃1 + ψ2

n〉L2 ,

which is equivalent to (4.3.14). Since L+ = diag(L1, L2) at ε = 0, existence and
uniqueness of a localized mode (φ1, φ2) near (φ0, 0) follow by the Lyapunov–Schmidt
reduction algorithm, provided δn �= 0.

By Corollary 4.1, we infer that z(L−) = 2 and n(L−) = n are preserved for any
ε > 0 if the localized mode has positive φ1(x) and n zeros for φ2(x) on R. The
following lemma computes the numbers n(L+) and p(U) for the localized mode
near the bifurcation curve ω2 = λ2

nω1.
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Lemma 4.16 Let φ = (φ1, φ2) be a localized mode in Lemma 4.15 for ω1 = −1
and ω2 ∈ Bn. Then, we have z(L+) = 1, z(U) = 0, and

n(L+) =

{
1 + n, δn > 0,

2 + n, δn < 0,
p(U) =

{
1, δn > 0,

2, δn < 0,

where δn is given by (4.3.14).

Proof From the proof of Lemma 4.15, we know that n(L+) = 1 + n and z(L+) =
1 + 1 = 2 at ε = 0. When ω2 ∈ Bn, the degeneracy of Ker(L+) is broken since only
a simple zero eigenvalue with the eigenvector φ′ = (φ′

1(x), φ′
2(x)) is preserved by

the translational symmetry of the coupled NLS equations (4.3.6).
Let (λ,u) be the eigenvalue–eigenvector pair for L+u = λu. The bifurcating

eigenvalue of L+ can be traced by the regular perturbation series,

u(x) =
[

0
ψn(x)

]
+ ε

[
u1(x)

0

]
+ ε2

[
0

u2(x)

]
+O(ε3),

λ = ε2λ2 +O(ε4).

Corrections of the perturbation series satisfy linear inhomogeneous equations

L1u1 = 2χφ0ψ
2
n,

L2u2 = (λ2 + δn)ψn + 2χφ0ψn

(
φ̃1 + u1

)
+ 3ψ3

n.

From the linear inhomogeneous equations in Lemma 4.15, we infer that

u1 = 2φ̃1, u2 = 3φ̃2, and λ2 = 2δn.

Adding this perturbation result for ε > 0 to the previous count at ε = 0, we obtain

n(L+) =
{

1 + n, δn > 0,
2 + n, δn < 0,

z(L+) = 1.

To trace the zero eigenvalue of U , we compute perturbation expansions

U1,1 = −∂Q1

∂ω1

∣∣∣∣
ω1=−1

= 2− 2〈φ0, φ̃1〉L2
∂ε2

∂ω1

∣∣∣∣
ω1=−1

+O(ε2),

U1,2 = −∂Q1

∂ω2

∣∣∣∣
ω1=−1

= −2〈φ0, φ̃1〉L2
∂ε2

∂ω2

∣∣∣∣
ω1=−1

+O(ε2),

U2,1 = −∂Q2

∂ω1

∣∣∣∣
ω1=−1

= − ∂ε2

∂ω1

∣∣∣∣
ω1=−1

+O(ε2),

U2,2 = −∂Q2

∂ω2

∣∣∣∣
ω1=−1

= − ∂ε2

∂ω2

∣∣∣∣
ω1=−1

+O(ε2).

From Lemma 4.15, we know that

∂ε2

∂ω2

∣∣∣∣
ω1=−1

=
1
δn

+O(ε2),
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which gives det(U) = −2/δn +O(ε2). Since δn �= 0, we obtain

p(U) =

{
1, δn > 0,

2, δn < 0,
z(U) = 0,

which completes the proof of the lemma.

Substituting the result of Lemma 4.16 into equations (4.3.11) and (4.3.12), we
obtain {

N−
p + N+

n + Nc+ = n,

N−
n + N+

n + Nc+ = n.

In particular, the positive localized mode φ is spectrally stable for n = 0 and the
sign-indefinite localized mode φ may have at most (2n) unstable eigenvalues for
n ≥ 1. If ω1 = −1 and ω2 = −λ2

n (ε = 0), the spectral stability problem (4.3.9)
becomes block-diagonal with two blocks,

L1u1 = −λw1, L0w1 = λu1 (4.3.15)

and

L2(u2 ± iw2) = ±iλ(u2 ± iw2), (4.3.16)

where L0 = −∂2
x + 1− 2 sech2(x).

The first problem (4.3.15) is a linearization of the cubic NLS equation. By Corol-
lary 4.3 for p = 1, this problem gives no contribution to the count of N−

p , N−
n , N+

n ,
and Nc+ .

The second problem (4.3.16) is given by an uncoupled pair of linear Schrödinger
equations (4.3.13) with ω = −1. From analysis of these equations, we know that
there exist 2n isolated eigenvalues at

λ = ±i
(
λ2
k − λ2

n

)
, k ∈ {0, 1, ..., n− 1}.

Moreover, since

〈L+u,u〉L2 = −(λ2
k − λ2

n)‖ψk‖2L2 < 0, k ∈ {0, 1, ..., n− 1}, (4.3.17)

we obtain

ω2 = −λ2
n : N−

p = N−
n = Nc+ = 0, N+

n = n. (4.3.18)

We note that

λ2
k − λ2

n = (n− k) (2λn + (n− k)) > (n− k)2 ≥ 1, k ∈ {0, 1, ..., n− 1}.

Because system (4.3.15) has the continuous spectrum for Re(λ) = 0 and |Im(λ)| ≥ 1,
pairs of imaginary eigenvalues of negative energy (4.3.17) in the count N+

n are
embedded into the continuous spectrum of the spectral stability problem (4.3.9).

By the analysis developed by Grillakis [77] and Cuccagna et al. [43], embedded
eigenvalues of negative energy bifurcate generally to complex unstable eigenvalues.
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Figure 4.1 The existence domain of the first family of localized modes with ω1 =
−1 and ω2 = −ω on the plane (ω, χ) and the three particular localized modes for
three values of χ at ω = 0.6. Reproduced from [166].

Therefore, we should expect that the count of eigenvalues for ω2 �= −λ2
n becomes

ω2 ∈ Bn : N−
p = N−

n = N+
n = 0, Nc+ = n, (4.3.19)

hence 2n complex eigenvalues in the count Nc+ are unstable.
To confirm this result, we approximate numerically the first family of localized

modes in the coupled NLS equations (4.3.6). These numerical approximations are
discussed by Yang [213], Champneys & Yang [31], and Pelinovsky & Yang [166].

Figure 4.1 shows the localized mode with n = 1 for ω1 = −1, ω2 = −0.6, and
χ ∈ (χ1, χ2), where χ2 is the local bifurcation boundary in Lemma 4.15 and χ1 is
the non-local bifurcation boundary studied in [31]. The one-sided domain B1 near
χ2 is located to the left of the local bifurcation curve, hence δ1 < 0 in Lemma 4.15.

Figure 4.2 shows the unstable eigenvalues in the interval (χ1, χ2). Near the local
bifurcation boundary χ = χ2, there is a pair of unstable complex eigenvalues λ =
Re(σ2)± i Im(σ2), which bifurcate from the embedded eigenvalues λ = ±i(λ2

0− λ2
1)

according to the above analysis.
No unstable eigenvalues exist at χ = 1 since N+

n = 1 and Nc+ = 0. However,
unstable eigenvalues exist for both χ > 1 and χ < 1 with N+

n = 0 and Nc+ = 1
since the embedded eigenvalues with negative energy are structurally unstable with
respect to parameter continuation. An additional pair of real unstable eigenvalues
λ = ±σ1 exists for χ < 1. It bifurcates from the pair of purely imaginary eigenvalues
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Figure 4.2 Eigenvalues of the first family of localized modes for χ ∈ (χ1, χ2) at
ω = 0.6. The solid (dashed) lines are the real (imaginary) parts of the eigenvalues.
Reproduced from [166].

λ = ±iσ1 for χ > 1. The latter pair merges to the end points λ = ±iω2 of the
continuous spectrum at χ = 1.185 and coalesces at the origin at χ = 1.

Let us summarize the numerical computations of the unstable eigenvalues and
indices n(L+) and p(U),

n(L+) =

{
4, χ1 < χ < 1,

3, 1 < χ < χ2,
p(U) = 2, for all χ1 < χ < χ2,

so that

n(L+)− p(U) =

{
2, χ1 < χ < 1,

1, 1 < χ < χ2.

On the other hand, n(L−) = 1 for all χ1 < χ < χ2 and

Nc+ =

{
1, χ1 < χ < 1,

1, 1 < χ < χ2

N−
p =

{
1, χ1 < χ < 1,

0, 1 < χ < χ2.

The count of unstable eigenvalues agrees with the result of Theorem 4.9 and it is
more precise than equalities (4.3.11) and (4.3.12).

The spectral stability of the localized mode φ with n = 1 at χ = 1 is not
a coincidence. The system of coupled NLS equations (4.3.6) with χ = 1 is the
Manakov system (1.4.3), which belongs to the list of integrable evolution equations
(Section 1.4). In this case, there exists an exact localized mode φ = (φ1, φ2) with
n = 1 for ω1 = −1 and ω2 = −ω with ω ∈ (0, 1) in the analytic form,⎧⎪⎪⎪⎨⎪⎪⎪⎩

φ1(x) =
√

1− ω2 cosh(ωx)
cosh(x) cosh(ωx)− ω sinh(x) sinh(ωx)

,

φ2(x) = − ω
√

1− ω2 sinh(x)
cosh(x) cosh(ωx)− ω sinh(x) sinh(ωx)

,

(4.3.20)
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The Manakov system has an additional rotational symmetry (Section 1.2.1) in the
nonlinear potential

W (|ψ1|2, |ψ2|2) =
1
2
(|ψ1|2 + |ψ2|2)2.

As a result, this symmetry generates a pair of imaginary eigenvalues of negative
energy in the count N+

n = 1 for γ = 1, as per the following exercise.

Exercise 4.23 Show that the spectral stability problem (4.3.9) for χ = 1 admits
the exact solution

u =
[
−φ2

φ1

]
, w = ∓i

[
φ2

φ1

]
, λ = ±i(1− ω2). (4.3.21)

Furthermore, show that these eigenvalues contribute to the count N+
n since

〈L+u,u〉L2 = −(1− ω2)
(
‖φ1‖2L2 − ‖φ2‖2L2

)
< 0, (4.3.22)

where (φ1, φ2) are given by (4.3.20).

We also note that the Manakov system admits another family of exact asymmetric
localized modes with an additional free parameter that includes the localized mode
(4.3.20) [213]. Because of the presence of this additional parameter, z(L+) = 2 at
χ = 1 and this additional zero eigenvalue of L+ leads to a bifurcation of an unstable
eigenvalue in the count N−

p for χ < 1.
The rotational symmetry in the nonlinear potential W (|ψ1|2, |ψ2|2) may become

useful to stabilize a localized mode φ with n = 1 in the physically relevant situa-
tions, which are not modeled by the integrable coupled NLS equations. Pelinovsky
& Yang [166] also considered the system of coupled saturable NLS equations,⎧⎪⎪⎪⎨⎪⎪⎪⎩

i∂tψ1 + ∂2
xψ1 +

|ψ1|2 + |ψ2|2
1 + s(|ψ1|2 + |ψ2|2)

ψ1 = 0,

i∂tψ2 + ∂2
xψ2 +

|ψ1|2 + |ψ2|2
1 + s(|ψ1|2 + |ψ2|2)

ψ2 = 0,

where s > 0 is an arbitrary parameter. The exact solution (4.3.21) also exists in
the associated spectral stability problem for the pair of imaginary eigenvalues of
negative energy. The embedded eigenvalue persists in the continuous spectrum of
the spectral stability problem. As a result, the localized mode φ with n = 1 is
spectrally stable at least near the local bifurcation point.

Exercise 4.24 Consider the Gross–Pitaevskii equation,

iψt = −ψxx + V (x)ψ − |ψ|2ψ,

where V (x) is bounded and decaying to zero exponentially fast as |x| → ∞. Assume
that the operator L = −∂2

x + V (x) has (n+ 1) negative eigenvalues {−λ2
0, ...,−λ2

n}
and show that a localized mode φ(x) with n nodes on R bifurcates near ω = −λ2

n.
Show that if

|λ2
n−1 − λ2

n| > λ2
n,

then the other n eigenvalues of L contribute generally to the count of unstable
eigenvalues Nc+ = n with N−

n = N−
p = N+

n = N0
n = 0.
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4.3.2 Vortices in the NLS equation

Let us consider the generalized NLS equation in polar coordinates (r, θ) on the
plane R

2,

iψt = −Δrψ − f(|ψ|2)ψ, Δr := ∂2
r +

1
r
∂r +

1
r2

∂2
θ , (4.3.23)

where ψ(r, θ, t) : R+ × [0, 2π] × R+ → C is the amplitude function and f(|ψ|2) :
R+ → R is a C1 nonlinear function. Assume that the NLS equation (4.3.23) admits
a vortex of charge m,

ψ(r, θ, t) = φ(r)eimθ−iωt,

where ω ∈ R, m ∈ N, and φ(r) : R+ → R is a solution of the stationary generalized
NLS equation,

−Δmφ− f(φ2)φ = ωφ, Δm := ∂2
r +

1
r
∂r −

m2

r2
. (4.3.24)

A fundamental vortex of charge m is defined by the C1 function φ(r) such that
φ(0) = 0, φ(r) > 0 for r ∈ R+, and φ(r) → 0 as r → ∞ exponentially fast. Such
solutions exist only for ω < 0. Existence results for vortices of charge m in the
cubic–quintic NLS equation with f(|ψ|2) = |ψ|2 − |ψ|4 were obtained by Pego &
Warchall [151].

Linearization of the NLS equation (4.3.23) with the substitution

ψ =
[
φ(r)eimθ + ϕ+(r, θ)eλt + ϕ̄−(r, θ)eλ̄t

]
e−iωt

results in the spectral stability problem

σ3Hϕ = iλϕ, λ ∈ C, (4.3.25)

where ϕ = (ϕ+, ϕ−) and

H =

[
−Δr − ω − f(φ2)− φ2f ′(φ2) −φ2f ′(φ2)e2imθ

−φ2f ′(φ2)e−2imθ −Δr − ω − f(φ2)− φ2f ′(φ2)

]
.

The spectral stability problem (4.3.25) involves a partial differential operator
Δr. If ϕ(r, θ) is 2π-periodic in θ, we can separate variables r and θ and reduce the
eigenvalue problem to an infinite set of uncoupled ordinary differential equations.
To do this, let us expand ϕ(r, θ) in a Fourier series,

ϕ(r, θ) =
∑
n∈Z

ϕ(n)(r)einθ,

and substitute it into equation (4.3.25). Equations for ϕ
(n+m)
+ and ϕ

(n−m)
− detach

from the other equations and become a closed eigenvalue problem,

σ3Hnϕn = iλϕn, n ∈ Z, (4.3.26)

where ϕn = (ϕ(n+m)
+ , ϕ

(n−m)
− ) and

Hn :=

[
−Δn+m − ω − f(φ2)− φ2f ′(φ2) −φ2f ′(φ2)

−φ2f ′(φ2) −Δn−m − ω − f(φ2)− φ2f ′(φ2)

]
.
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The eigenvalue problems (4.3.26) are different between cases n = 0 and n �= 0.
Both cases can be transformed, however, to the standard form

L+u = −λw, L−w = λu, (4.3.27)

for suitably defined operators L± and vectors (u,w).
When n = 0, the eigenvalue problem (4.3.26) transforms to the form (4.3.27) for

vectors

u = ϕ
(m)
+ + ϕ

(−m)
− ∈ C, w = −i(ϕ(m)

+ − ϕ
(−m)
− ) ∈ C

and operators

L+ = −Δm − ω − f(φ2)− 2φ2f ′(φ2), L− = −Δm − ω − f(φ2).

When n ∈ N, the eigenvalue problem (4.3.26) transforms to the form (4.3.27) for
vectors

u = ϕn ∈ C
2, w = −iσ3ϕn ∈ C

2

and operators

L+ = Hn, L− = σ3Hnσ3.

Note that H−n = σ1Hnσ1 and σ3σ1 = −σ1σ3. As a result of this symmetry, the
eigenvalue problem (4.3.26) with −n ∈ N is equivalent to that with n ∈ N.

Let us consider the Hilbert space L2
r(R+) equipped with the weighted inner prod-

uct,

∀f, g ∈ L2
r(R+) : 〈f, g〉L2

r
:=
∫ ∞

0

f(r)g(r)rdr.

Because functions f(φ2) and φ2f ′(φ2) decay to zero as r → ∞ exponentially fast,
Lemma 4.1 gives σc(Hn) = [c,∞) with c = −ω > 0 for any n ∈ Z. The number of
negative and zero isolated eigenvalues of Hn is finite.

Thanks to the gauge and translational symmetry of the NLS equation, there are
at least three eigenvectors in the non-trivial kernels of H−1, H0, and H1 given by

n = ±1 : ϕ±1 = φ′(r)1∓ m

r
φ(r)σ31, n = 0 : ϕ0 = φ(r)σ31,

where 1 = (1, 1) ∈ R
2.

The case n = 0 is similar to the case of localized modes of the one-dimensional
NLS equation. If φ(r) > 0 for all r > 0, then L− is non-negative and L+ has
n(L+)− 1 negative eigenvalues in a constrained subspace of L2

r(R+) if

〈L−1
+ φ, φ〉L2 =

1
2

d

dω
‖φ‖2L2

r
< 0. (4.3.28)

By Theorem 4.8, the spectral stability problem (4.3.27) for n = 0 has no unstable
eigenvalues if n(L+) = 1 and the constraint (4.3.28) is met.

We shall now consider the spectral stability problem (4.3.27) for n �= 0. Combin-
ing these equations for ±n, we write{

σ3Hnϕn = iλϕn,

σ3H−nϕ−n = iλϕ−n,
n ∈ N. (4.3.29)
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As mentioned above, the second equation of system (4.3.29) is equivalent to the
first one and both equations can be reduced to the standard form (4.3.27).

Exercise 4.25 Let λ be an eigenvalue of the spectral stability problem (4.3.29)
with the eigenvector (ϕn,0). Show that there exists another eigenvalue −λ with
the eigenvector (0, σ1ϕn). Moreover, show that if Re(λ) > 0, there exist two more
eigenvalues λ̄ and −λ̄ with the eigenvectors (0, σ1ϕ̄n) and (ϕ̄n,0).

The following theorem gives the main result on the count of unstable eigenvalues
in the spectral stability problem (4.3.29).

Theorem 4.10 Assume that Ker(H±1) = Span{ϕ±1} and Ker(Hn) = ∅ for
n ≥ 2. Let Nreal be the number of real positive eigenvalues in the stability prob-
lem (4.3.29), Ncomp be the number of complex eigenvalues in the first quadrant,
and N−

imag be the number of purely imaginary eigenvalues with Im(λ) > 0 and
〈Hnϕn,ϕn〉L2

r
≤ 0. Then, these numbers satisfy

Nreal + 2Ncomp + 2N−
imag = 2n(Hn). (4.3.30)

Proof For n ≥ 2, L− = σ3Hnσ3 is invertible on L2
r(R+), so that we can rewrite

the eigenvalue problem (4.3.29) as the generalized eigenvalue problem,

L+u = γL−1
− u, γ = −λ2. (4.3.31)

Because the spectral stability problem (4.3.29) has a double size, let us abuse the
notation and extend the size of the generalized eigenvalue problem (4.3.31) for

u = (ϕn,ϕ−n) ∈ C
4, w = −i(σ3ϕn, σ3ϕn) ∈ C

4.

Therefore, from now on, L+ is a diagonal composition of [Hn, H−n] and L− is a
diagonal composition of [σ3Hnσ3, σ3H−nσ3].

For each λ ∈ R (γ < 0), we have

R � 〈Hnϕn,ϕn〉L2
r

= iλ〈σ3ϕn,ϕn〉L2
r
∈ iR ⇒ 〈Hnϕn,ϕn〉L2

r
= 0.

Similarly, 〈Hnϕ̄n, ϕ̄n〉L2
r

= 0. By Theorem 4.5, we have N−
n = N−

p = Nreal.
From symmetries of eigenvalues (Exercise 4.25) we conclude that

Nc+ = 2Ncomp, N+
n = 2N−

imag.

Since the spectra of Hn, H−n = σ1Hnσ1, and σ3Hnσ3 coincide, we have

n(L−) = n(L+) = 2n(Hn).

Since N0
n = 0 because Ker(Hn) = ∅, equality (4.3.30) follows from either equality

(4.2.26) or equality (4.2.27) in Theorem 4.5.
For n = 1, we need a constrained L2

r space because Ker(σ3H±1σ3) = span{σ3ϕ±1}.
Therefore, we define

L2
± =

{
ϕ ∈ L2

r(R+) : 〈σ3ϕ±1,ϕ〉L2
r

= 0
}
.

The generalized eigenvalue problem (4.3.31) is now defined in the constrained space
u ∈ L2

+ × L2
−.
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Since 〈σ3ϕ±1,ϕ±1〉L2
r

= 0, we know that ϕ±1 ⊥ Ker(σ3H±1σ3). By direct com-
putation, we obtain (σ3H±1σ3)−1ϕ±1 = − 1

2rφ(r)1, which gives

〈(σ3H±1σ3)−1ϕ±1,ϕ±1〉L2
r

=
∫ ∞

0

φ2(r)rdr > 0.

By Theorem 4.1, we still have n(L+) = 2n(H1), N0
n = 0, and N0

p = 1. By Lemma
4.7, we also have dim(H−

L+δM−1) = dim(H−
L ) = n(L+). Again, for n = 1, equality

(4.3.30) follows from either equality (4.2.26) or equality (4.2.27) in Theorem 4.5.

In the case of the defocusing NLS equation (such as the cubic–quintic NLS equa-
tion [151] or the cubic NLS equation with a harmonic potential [118]), it is possible
to show that n(Hn) = 0 for |n| ≥ 2m. By Theorem 4.10, this useful result shows that
the unstable and potentially unstable eigenvalues only appear for |n| < 2m, which
limits the numerical analysis of the spectral stability problem (4.3.29) by a finite
number of differential equations. Numerical approximations of unstable eigenvalues
with the use of Evans functions are reported in [118, 151].

Unfortunately, no bounds on n(Hn) exist in the case of a general nonlinear
function f(|ψ|2), unless the localized mode φ is small. Yang & Pelinovsky [215]
used arguments similar to the ones in Section 4.3.1 and showed for the coupled
NLS equations with the saturable nonlinear function f(|ψ|2) that the vortex of
charge m = 1 may become spectrally unstable for perturbations with |n| = 2
because n(H2) = 1. From the numerical point of view, Theorem 4.10 remains
a useful tool to trace unstable and potentially unstable eigenvalues of the spec-
tral stability problem (4.3.29) after the index n(Hn) is computed numerically or
analytically.

4.3.3 Soliton configurations in the DNLS equation

Let us consider the one-dimensional cubic DNLS equation,

iψ̇n + ε (ψn+1 − 2ψn + ψn−1) + |ψn|2ψn = 0, (4.3.32)

where ψn(t) : R+ → C, n ∈ Z, and ε > 0 is a coupling parameter. Because of
the scaling transformation, we can normalize the frequency of the time-periodic
localized mode by ω = −1.

All localized modes are real-valued on the lattice of one dimension, up to a
multiplication by eiθ for θ ∈ R (Section 3.2.5). Therefore, these localized modes are
the time-periodic solutions ψn(t) = φne

it, where the real-valued sequence {φn}n∈Z

is found from the second-order difference equation

(1− φ2
n)φn = ε (φn+1 − 2φn + φn−1) , n ∈ Z. (4.3.33)

By Theorem 3.8, localized modes for small ε ∈ R can be characterized by the
limiting configuration

φ(0)
n =

{
±1, n ∈ U±,

0, n ∈ U0,
(4.3.34)
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where Z is decomposed into subsets U+ ∪ U− ∪ U0 and N := dim(U+ ∪ U−) < ∞.
To be more precise, for each limiting solution (4.3.34) there is a unique solution
{φn}n∈Z in l2(Z) of the difference equation (4.3.33) for a small ε ∈ R such that
{φn}n∈Z depends analytically on ε near ε = 0 and

lim
ε→0

φn = φ(0)
n , n ∈ Z.

The linearization of the DNLS equation (4.3.32) at the localized mode {φn}n∈Z

results in the spectral stability problem

(L+u)n = −λwn, (L−w)n = λun, (4.3.35)

where L± are the discrete Schrödinger operators,

(L+u)n =
(
1− 3φ2

n

)
un − ε (un+1 − 2un + un−1) ,

(L−w)n =
(
1− φ2

n

)
wn − ε (wn+1 − 2wn + wn−1) .

Operators L± are bounded in l2(Z). We are looking for eigenvectors (u,w) ∈ l2(Z)×
l2(Z) and eigenvalues λ ∈ C of the non-self-adjoint spectral problem

L
[

u
w

]
= λ

[
u
w

]
, L =

[
0 L−
−L+ 0

]
. (4.3.36)

Orbital stability of the fundamental localized mode with U+ = {0} and U− = ∅

was proved with the variational technique by Weinstein [212]. Stability of this mode
close to the continuum limit ε→∞ was considered by Kapitula & Kevrekidis [102].
Spectral instabilities of localized modes with dim(U+ ∪ U−) > 1 were considered
numerically in [142] and analytically in [155].

For ε = 0 and φ = φ(0), operators L± are diagonal and the spectra of L± and L
are known explicitly.

• The spectrum of L+ consists of the semi-simple eigenvalue −2 of multiplicity N

and the semi-simple eigenvalue 1 of an infinite multiplicity.
• The spectrum of L− consists of the semi-simple eigenvalue 0 of multiplicity N

and the semi-simple eigenvalue 1 of an infinite multiplicity.
• The spectrum of L consists of the eigenvalue 0 of geometric multiplicity N

and algebraic multiplicity 2N and the semi-simple eigenvalues ±i of an infinite
multiplicity. The subspace of l2(Z)× l2(Z) corresponding to the zero eigenvalue
is associated with the set U+ ∪ U− and that for the pair of eigenvalues ±i is
associated with the set U0.

For small ε > 0, small nonzero eigenvalues λ in the spectral stability problem
(4.3.35) bifurcate from the zero eigenvalue. Spectral instabilities may arise from the
zero eigenvalue and the following theorem controls the number of unstable eigenval-
ues near 0. Bifurcations of the continuous spectrum from points ±i were considered
recently by Pelinovsky & Sakovich [159]. No instabilities arise from points ±i.

Theorem 4.11 Let n0 be the number of sign changes in {φ(0)
n }n∈U+∪U− and

N := dim(U+ ∪U−). For sufficiently small ε > 0, the localized mode φ is spectrally
stable if n0 = N − 1 and spectrally unstable if n0 < N − 1 with exactly N − 1− n0

real positive eigenvalues λ in the spectral stability problem (4.3.36).
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Before discussing the proof of Theorem 4.11, let us consider the immediate con-
sequence of the theorem.

Corollary 4.6 Given the set of nodes U+∪U−, there exist only two configurations
of the limiting solution (4.3.34) which are spectrally stable for small ε > 0.

Proof The spectrally stable configurations must have n0 = N − 1, which means
that the distributions of {+1,−1} in the set of nodes U+ ∪ U− must be sign-
alternating. One configuration has +1 on the left-most node n ∈ U+ ∪ U− and the
other one has −1 on that node.

Remark 4.7 The fundamental localized mode with U+ = {0} and U− = ∅

has no nonzero eigenvalues of the spectral stability problem (4.3.36) near 0 for
small ε > 0. The fundamental localized mode is stable not only spectrally but also
orbitally (Section 4.4.2).

We shall break the proof of Theorem 4.11 into a number of elementary results.
In particular, we shall characterize for small ε > 0 the continuous spectrum of L
(Lemma 4.17), the negative and zero eigenvalues of L± (Lemma 4.18), and the
small nonzero eigenvalues of L in a constrained l2 space (Lemma 4.19).

Lemma 4.17 For any ε > 0, for which φ exists,

σc(L) = [−(1 + 4ε)i, i] ∪ [i, (1 + 4ε)i].

Proof Since I − εΔ : l2(Z) → l2(Z) is a strictly positive operator, the localized
mode φ decays to zero as |n| → ∞ exponentially fast for any ε > 0, for which
it exists. By the discrete version of the Weyl Theorem (Appendix B.15), σc(L) =
σ(L0), where

L0 =
[

0 I − εΔ
−(I − εΔ) 0

]
.

Diagonalizing the eigenvalue problem for L0 in variables v± = u± iw, we obtain

(I − εΔ)v± = ±iλv±,

from which it follows that if λ ∈ σ(L0), then ±iλ ∈ [1, 1 + 4ε].

Lemma 4.18 Let n0 be the number of sign changes in {φ(0)
n }n∈U+∪U− . For suf-

ficiently small ε > 0, we have

n(L−) = n0, z(L−) = 1, n(L+) = N, z(L+) = 0,

where n(L) and z(L) are the number of negative and zero eigenvalues of operator
L with the account of their multiplicities.

Proof By the discrete analogue of Corollary 4.1 for the second-order discrete
Schrödinger operators L±, if λ ∈ σp(L±) for ε �= 0, then λ is a simple eigenvalue.

For ε = 0, the diagonal operator L+ has the semi-simple negative eigenvalue −2
of multiplicity N and no zero eigenvalues. For ε > 0, I − εΔ is strictly positive
and φ is analytic in ε. Analytic perturbation theory for isolated eigenvalues of the
self-adjoint operators implies that there are exactly N negative eigenvalues of L+
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with the account of their multiplicities and no zero eigenvalues for sufficiently small
ε > 0.

For any ε > 0, for which φ exists, equation L−φ = 0 is equivalent to the sta-
tionary DNLS equation (4.3.33). Therefore, z(L−) = 1 for ε > 0. By the discrete
analogue of Lemma 4.2, there exist n0 negative eigenvalues of L−, where n0 is the
number of sign changes in {φn}n∈Z. These negative eigenvalues and the remaining
N − 1−n0 positive eigenvalues of L− for ε > 0 are small as they bifurcate from the
zero eigenvalue of L− of algebraic multiplicity N that exists for ε = 0. It remains
to prove that the number of sign changes in {φn}n∈Z is semi-continuous in ε ≥ 0.
Hence it equals the number of sign changes in {φ(0)

n }n∈U+∪U− .
Consider two adjacent nodes n1, n2 ∈ U+ ∪ U− separated by M nodes in U0 on

Z, so that n2−n1 = 1+M . The difference equation (4.3.33) on [n1 +1, n2− 1] can
be rewritten as the linear system

AMφM = εbM , (4.3.37)

where φM = (φn1+1, ..., φn2−1) ∈ R
n2−n1−1, b = (φn1 , 0, ..., 0, φn2) ∈ R

n2−n1−1,
and

AM =

⎡⎢⎢⎢⎣
1 + 2ε− φ2

n1+1 −ε 0 ... 0
−ε 1 + 2ε− φ2

n1+2 −ε ... 0
...

...
... ...

...
0 0 0 ... 1 + 2ε− φ2

n2−1

⎤⎥⎥⎥⎦ .

Let DI,J , 1 ≤ I ≤ J ≤ N be the determinant of the block of the matrix AM

between the Ith and Jth rows and columns. By Cramer’s rule, we have

φn1+j =
εjφn1Dj+1,N + εN−j+1φn2D1,N−j

D1,N
. (4.3.38)

Since limε→0 DI,J = 1 for all 1 ≤ I ≤ J ≤ N , we have

limε→0 ε
−jφn1+j =φn1 , 1 ≤ j <

N + 1
2

,

limε→0 ε
−jφn1+j =φn1 + φn2 , j =

N + 1
2

,

limε→0 ε
j−1−Nφn1+j =φn2 ,

N + 1
2

< j ≤ N.

Therefore, the number of sign changes in {φn}n∈[n1,n2] for small ε > 0 is exactly one
if sign(φn2) = −sign(φn1) and zero if sign(φn2) = sign(φn1). Combining with the
sign changes on other segments between two adjacent nodes in U+ ∪U−, we obtain
the semi-continuity of the sign changes in the sequence {φn}n∈Z in ε ≥ 0.

Remark 4.8 The semi-continuity of the sign changes in the sequence {φn}n∈Z

can be viewed as the discrete version of elliptic smoothing of the operator I−εΔ for
ε > 0. This result is not valid for ε < 0 and the number of sign changes in {φn}n∈Z

for ε < 0 exceeds generally the number of sign changes in {φ(0)
n }n∈U+∪U− .

Let us extend the family of localized modes to φ(ω) for a fixed ε > 0, where
{φn(ω)}n∈Z satisfies

(|ω| − φ2
n(ω))φn(ω) = ε(φn+1(ω)− 2φn(ω) + φn−1(ω)), n ∈ Z,
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and ω is defined near ω = −1. The limiting configuration (4.3.34) becomes now

φ(0)
n (ω) =

{
±
√
|ω|, n ∈ U±,

0, n ∈ U0.

For small ε > 0, we obtain

‖φ(ω)‖2l2 = N |ω|+O(ε),

which hence gives
d

dω
‖φ(ω)‖2l2 = −N +O(ε) < 0.

Under this condition, 0 is a double eigenvalue of L for any ε �= 0 and

Ker(L) = span
{[

0
φ

]}
, Ker(L2) = span

{[
0
φ

]
,

[
∂ωφ

0

]}
, (4.3.39)

where ∂ωφ ≡ ∂ωφ(ω)|ω=−1. Since the zero eigenvalue of L for ε = 0 has algebraic
multiplicity 2N , this computation shows for N ≥ 2 that 2N−2 eigenvalues bifurcate
from 0 for ε > 0. If λ ∈ σp(L) and λ �= 0, then (u,w) ∈ l2(Z) × l2(Z) satisfy the
constraints

〈u,φ〉l2 = 0, 〈w, ∂ωφ〉l2 = 0. (4.3.40)

If we let

l2c = {u ∈ l2(Z) : 〈u,φ〉l2 = 0}, (4.3.41)

and introduce the orthogonal projection operator Pc : l2 → l2c ⊂ l2, then the non-
self-adjoint spectral problem (4.3.36) can be closed as the generalized eigenvalue
problem

(PcL+Pc)u = γ(PcL
−1
− Pc)u, γ = −λ2, (4.3.42)

similarly to the continuous case.
We recall that L+ is invertible and n(PcL+Pc) = n(L+)−1 since for small ε > 0,

we have

〈L−1
+ φ,φ〉l2 = 〈∂ωφ,φ〉l2 =

1
2

d

dω
‖φ(ω)‖2l2

∣∣∣∣
ω=−1

< 0.

By equalities (4.2.26) and (4.2.27) in Theorem 4.5, we thus obtain{
N−

p + N+
n + Nc+ = n(L+)− 1 = N − 1,

N−
n + N+

n + Nc+ = n(L−) = n0.
(4.3.43)

If n0 = 0, the count of eigenvalues in (4.3.43) gives the result of Theorem 4.11 as

N−
p = N − 1, N−

n = N+
n = Nc+ = 0.

In other words, if n0 = 0 and N = 1, no small nonzero eigenvalues γ exist, whereas if
n0 = 0 and N ≥ 2, exactly N−1 small negative eigenvalues γ exist in the generalized
eigenvalue problem (4.3.42), which give N − 1 small positive eigenvalues λ in the
spectral stability problem (4.3.36).
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If n0 ≥ 1, we have to admit that the count of eigenvalues in (4.3.43) does not
provide a proof of Theorem 4.11. In addition, the operator norm of PcL

−1
− Pc diverges

as ε → 0 because N − 1 small nonzero eigenvalues of L− converge to 0 as ε → 0.
On the other hand, L+ is invertible for any ε ≥ 0. Therefore, we may think about
the other constrained l2 space for the vector w of the spectral stability problem
(4.3.36). Instead of the constrained space (4.3.41), let us define

l2c = {w ∈ l2(Z) : 〈w, ∂ωφ〉l2 = 0}. (4.3.44)

In all previous examples, the component w was eliminated from system (4.3.36)
and the constraint on w was neglected. Let us now eliminate u from the system and
neglect the constraint on u. Since L+ is invertible, we do not need any projection
operator to find that

u = −λL−1
+ w.

The non-self-adjoint spectral problem (4.3.36) is now replaced by the generalized
eigenvalue problem,

L−w = γL−1
+ w, γ = −λ2. (4.3.45)

Because

0 = 〈L−w,φ〉l2 = γ〈L−1
+ w,φ〉l2 = γ〈w, ∂ωφ〉l2 ,

we realize that if w ∈ l2(Z) is an eigenvector of the generalized eigenvalue problem
(4.3.45) for γ �= 0, then w ∈ l2c , where l2c is defined by (4.3.44). Therefore, we do
not need to recompute the numbers of negative eigenvalues of operators L− and
L+ in the new constrained l2 space.

Lemma 4.19 For sufficiently small ε > 0, there exist n0 small positive eigenvalues
γ and (N−1−n0) small negative eigenvalues γ in the generalized eigenvalue problem
(4.3.45).

Proof Let w(ε) ∈ l2(Z) be an eigenvector of the generalized eigenvalue problem
(4.3.45) for a small eigenvalue γ(ε) such that γ(ε) → 0 as ε → 0. Thanks to ana-
lyticity of the coefficients of L± in ε, w(ε) is continuous as ε → 0. If we normalize
‖w(ε)‖l2 = 1 for all ε ≥ 0, there exists a nonzero vector w(0) = limε→0 w(ε) ∈ l2(Z).
Because limε→0 γ(ε) = 0, the vector w(0) is compactly supported on nodes of
U+ ∪ U−, hence

L−1
+ w(0) = −1

2
w(0).

By continuity in ε, 〈L−1
+ w(ε),w(ε)〉l2 < 0 for small ε ≥ 0. Therefore, we can think

about application of Sylvester’s Law of Inertia (Theorem 4.2).
Let U0 be the subspace of l2(Z) associated with eigenvectors for N small or zero

eigenvalues of L− for a fixed ε ≥ 0. Let P0 : l2(Z) → U0 and P⊥
0 : l2(Z) → U⊥

0

be the orthogonal projection operators to the invariant subspaces with respect to
self-adjoint operator L− so that P0 + P⊥

0 = I. The generalized eigenvalue problem
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(4.3.45) can be written in the form{
P0L−P0w = γ

(
P0L

−1
+ P0w + P0L

−1
+ P⊥

0 w
)
,

P⊥
0 L−P

⊥
0 w = γ

(
P⊥

0 L−1
+ P0w + P⊥

0 L−1
+ P⊥

0 w
)
.

(4.3.46)

The spectrum of P⊥
0 L−P

⊥
0 is bounded away from zero and is strictly positive. If γ

is small, there exists a unique solution of the second equation of system (4.3.46),

P⊥
0 w = γP⊥

0

(
P⊥

0 L−P
⊥
0 − γP⊥

0 L−1
+ P⊥

0

)−1
P⊥

0 L−1
+ P0w.

Substituting this expression into the first equation of system (4.3.46), we obtain
the finite-dimensional eigenvalue problem for small γ,

P0L−P0w = γ
(
P0L

−1
+ P0+γP0L

−1
+ P⊥

0

(
P⊥

0 L−P
⊥
0 −γP⊥

0 L−1
+ P⊥

0

)−1
P⊥

0 L−1
+ P0

)
P0w,

which can be rewritten as the nonlinear eigenvalue equation

Lw0 = γM(γ)w0, (4.3.47)

for w0 ∈ R
N and N ×N matrices L and M(γ).

The matrix L = P0L−P0 is diagonal with n0 negative, one zero, and N − 1− n0

positive diagonal elements for small ε > 0. On the other hand, matrix M(0) =
P0L

−1
+ P0 is a strictly negative matrix for small ε ≥ 0. Consider the truncated

problem Lw0 = γM(0)w0. By Sylvester’s Law of Inertia (Theorem 4.2), there exist
n0 negative eigenvalues −γ and N − 1− p0 positive eigenvalues −γ for small ε > 0.
Moreover, for each eigenvalue, γ → 0 as ε → 0. Because M(γ) is a self-adjoint
operator for real γ and γ is small, negative and positive eigenvalues persist in the
nonlinear eigenvalue problem (4.3.47) for sufficiently small ε > 0.

Corollary 4.7 Let μ(ε) be a small eigenvalue of L− such that μ(ε)→ 0 as ε→ 0.
The spectral stability problem (4.3.36) has a pair of small eigenvalues λ(ε) and
−λ(ε) such that λ(ε)→ 0 as ε→ 0 and

lim
ε→0

λ2(ε)
μ(ε)

= 2. (4.3.48)

Moreover, if μ(ε) < 0 and (u,w) is the eigenvector of the spectral stability problem
(4.3.36), then

〈L+u,u〉l2 < 0 and 〈L−w,w〉l2 < 0. (4.3.49)

Proof The first statement (4.3.48) follows from the Rayleigh quotient for the gen-
eralized eigenvalue problem (4.3.45),

λ2 = − 〈L−w,w〉l2
〈L−1

+ w,w〉l2
and the limit

lim
ε→0
〈L−1

+ w,w〉l2 = −1
2
,

which is obtained in the proof of Lemma 4.19.
The second statement (4.3.49) follows from the relationship

〈L+u,u〉l2 = −λ〈w,u〉l2 = 〈w, λu〉l2 = 〈L−w,w〉l2 ,

which is obtained from the spectral stability problem (4.3.36) for λ ∈ iR.
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The proof of Theorem 4.11 relies on Lemma 4.19. It follows from equalities
(4.3.43) that

Nreal + 2N−
imag + 2Ncomp = n(L+) + n(L−)− 1, (4.3.50)

where Nreal = N−
p +N−

n is the number of positive real eigenvalues λ, Ncomp = 2Nc+

is the number of complex eigenvalues λ in the first quadrant, and N−
imag = 2N+

n is
the number of purely imaginary eigenvalues λ with Im(λ) > 0 and the eigenvector
(u,w) such that 〈L+u,u〉l2 < 0.

By Lemma 4.19 and Corollary 4.7 for a small ε > 0, we have obtained a more
precise count of eigenvalues,

Nreal = N−
p = N − 1− n0, N−

imag = N+
n = n0, Ncomp = Nc+ = N−

n = N+
p = 0.

Even if eigenvalues λ ∈ iR in N−
imag and λ ∈ R in Nreal are semi-simple, they are

structurally stable on iR and R with respect to parameter continuation in ε.

Exercise 4.26 Consider the set U+ ∪ U− = {1, 2, ..., N} ⊂ Z and prove that the
set of N small eigenvalues {μj(ε)}1≤j≤N of operator L− is given asymptotically by

μj(ε) = νjε +O(ε2),

where {νj}Nj=1 is a set of eigenvalues of the N ×N matrix with the elements

Mi,j =

⎧⎪⎪⎨⎪⎪⎩
si+1 + si, j = i,

−si+1, j = i + 1,
−si, j = i− 1,
0, otherwise,

1 ≤ i, j ≤ N,

where

si =

⎧⎨⎩ +1 if φ
(0)
j φ

(0)
j−1 > 0,

−1 if φ
(0)
j φ

(0)
j−1 < 0,

i ∈ {2, ..., N},

and s1 = sN+1 = 0.

As a numerical example, we consider two localized modes for N = 2 with U+ =
{1, 2}, U− = ∅ and U+ = {1}, U− = {2}. The first configuration corresponds
to the bond-symmetric soliton φ and it is spectrally unstable with exactly one real
positive eigenvalue since n0 = 0 < N−1 = 1. The second configuration corresponds
to a twisted soliton φ and it is spectrally stable with a pair of purely imaginary
eigenvalues of negative energy because n0 = 1 = N − 1.

From Corollary 4.7 and Exercise 4.26, the small positive eigenvalue of the spec-
tral stability problem (4.3.35) for the bond-symmetric localized mode is expanded
by

λ = 2
√
ε(1 +O(ε)) as ε→ 0

whereas the small imaginary eigenvalues for the twisted localized mode are ex-
panded by

λ = ±2i
√
ε(1 +O(ε)) as ε→ 0.
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Figure 4.3 Top: the bond-symmetric localized mode (left) and the corresponding
spectral plane λ (right) for ε = 0.15. Bottom: the real positive eigenvalue λ
versus ε from asymptotic (dashed line) and numerical (solid line) approximations.
Reprinted from [155].

These results are illustrated in Figures 4.3 and 4.4. The top panels of each figure
show the mode profiles (left) and the spectral plane of λ (right) for ε = 0.15. The
bottom panels indicate the corresponding asymptotic approximations of the small
eigenvalues (dashed line) versus the numerical approximations (solid line). We ob-
serve for the twisted localized mode that the purely imaginary eigenvalues coalesce
at ε = εc ≈ 0.146 with the continuous spectrum at ±i. As a result, the complex
unstable eigenvalues bifurcate for ε > εc. Therefore, Ncomp = 1 and N−

imag = 0 for
ε > εc, in agreement with equality (4.3.50).

4.3.4 Vortex configurations in the DNLS equation

Let us consider the two-dimensional cubic DNLS equation,

iψ̇n + ε(Δψ)n + |ψn|2ψn = 0, (4.3.51)

where ψn(t) : R+ → C, n ∈ Z
2, ε > 0 is a small parameter, and Δ is the two-

dimensional discrete Laplacian,

(Δψ)n := ψn+e1 + ψn−e1 + ψn+e2 + ψn−e2 − 4ψn, n ∈ Z
2,
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Figure 4.4 Top: the twisted localized mode (left) and the corresponding spectral
plane λ (right) for ε = 0.15. Bottom: the imaginary (left) and real (right) parts
of the small eigenvalue λ versus ε from asymptotic (dashed line) and numerical
(solid line) approximations. Reprinted from [155].

with {e1, e2} being unit vectors on Z
2. For small ε > 0, we consider vortex solutions

of the DNLS equation (4.3.51),

ψn(t) = φne
it, n ∈ Z

2, (4.3.52)

where amplitudes {φn}n∈Z2 satisfy the stationary DNLS equation

(1− |φn|2)φn = ε(Δφ)n, n ∈ Z
2. (4.3.53)

For ε = 0, the limiting vortex configuration is defined by

φ(0)
n =

{
eiθn , n ∈ S,

0, n ∈ S⊥,
(4.3.54)

where S ⊂ Z
2 with N = dim(S) < ∞, S⊥ = Z

2\S, and θ ∈ T
N . Recall from

the Lyapunov–Schmidt reduction method (Section 3.2.5) that the vortex solution
persists for ε �= 0 only if {θn}n∈S is a root of the function

g(θ, ε) =
∞∑
k=1

εkg(k)(θ) = 0. (4.3.55)
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For the vortex configurations, we require that if θn0 = 0 for one n0 ∈ S, then
{θn}n∈S /∈ {0, π}. Under this constraint, the localized mode {φn}n∈Z2 is not equiv-
alent to the real-valued solution up to the multiplication by eiα with α ∈ R.

Theorems 3.9 and 3.10 give us the conditions (and the computational algorithm),
under which the limiting configuration φ(0) is uniquely continued into the vortex
solution φ for small ε > 0. Moreover, both φ ∈ l2(Z) and θ ∈ T

N can be expanded
in power series

φ = φ(0)(θ0) +
∞∑
k=1

εkφ(k), θ = θ0 +
∞∑
k=1

εkθk. (4.3.56)

Linearization of the DNLS equation (4.3.51) at the vortex solution (4.3.52) is
defined by the substitution

ψn(t) =
[
φn + ane

λt + b̄ne
λ̄t
]
eit, n ∈ Z

2,

which results in the spectral stability problem

σHv = iλv, (4.3.57)

where vector v has components (an, bn) for all n ∈ Z
2, σ is a diagonal matrix of

{+1,−1}, and H is the Jacobian operator (Section 3.2.5),

Hn =

[
1− 2|φn|2 −φ2

n

−φ̄2
n 1− 2|φn|2

]
− ε (δ+e1 + δ−e1 + δ+e2 + δ−e2 − 4)

[
1 0
0 1

]
.

For ε = 0, the spectrum of H includes the semi-simple eigenvalue −2 of multiplic-
ity N = dim(S), the semi-simple eigenvalue 0 of multiplicity N , and the semi-simple
eigenvalue 1 of infinite multiplicity. On the other hand, the spectrum of iσH in-
cludes the zero eigenvalue of geometric multiplicity N and algebraic multiplicity
2N and the semi-simple eigenvalues ±i of infinite multiplicity.

Using power series expansion (4.3.56), operator H is expanded into the power
series

H = H(0) +
∞∑
k=1

εkH(k). (4.3.58)

Using the power series (4.3.55) and (4.3.56), the Jacobian N×N matricesM(k) =
Dθg(k)(θ0) are obtained. These matrices determine persistence of the limiting vor-
tex configuration (Theorem 3.10). In particular, if g(k) ≡ 0 for k = 1, 2, ..., k0 − 1
for some k0 ≥ 1, g(k0) �= 0, andM(k0) has a simple zero eigenvalue with the eigen-
vector p0 = (1, 1, ..., 1) ∈ R

N (thanks to the gauge invariance), then the limiting
vortex configuration (4.3.54) persists for small ε > 0.

It is natural to expect that the eigenvalues of matrices {M(k)}k∈N determine the
small eigenvalues of H for small ε > 0. Note that 0 ∈ σ(H) for any ε ∈ R as long
as the vortex solution exists, thanks to the gauge invariance of the DNLS equa-
tion (4.3.51). The following theorem establishes the relation between eigenvalues of
{M(k)}k≥1 and small eigenvalues of H.
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Theorem 4.12 Let φ be the vortex solution of the stationary equation (4.3.53)
in the power series form (4.3.56). Let P (k−1) : R

N → Ker(M(k−1)) ⊂ R
N be the

orthogonal projection operator and let μ0 be a nonzero eigenvalue of the matrix
P (k−1)M(k)P (k−1) for any k ≥ 1. There exists an eigenvalue μ of operator H such
that μ = εkμ0 +O(εk+1) as ε→ 0.

Proof Let μ be an eigenvalue of H with the eigenvector v. From the power series
(4.3.58), we write[

H(0) + εH(1) + · · ·+ εk−1H(k−1) + εkH(k) +O(εk+1)
]
v = μv.

Let {M(m)}m∈N be Jacobian matrices such that

Ker(M(m+1)) ⊂ Ker(M(m)) ⊂ R
N for any m ≥ 1.

Let α be an element in the intersection of

Ker(M(1)) ∩Ker(M(2)) ∩ ... ∩Ker(M(k−1)) ⊂ R
N

but α /∈ Ker(M(k)) for some k ≥ 1.
Recall the projection operator P : l2(Z2)× l2(Z2)→ Ker(H(0)) ⊂ l2(Z2)× l2(Z2)

given by

∀f ∈ l2(Z2) : (Pf)n =
1
2i

{ (
e−iθn(f)n − eiθn(f̄)n

)
,

−
(
eiθn(f̄)n − e−iθn(f)n

)
,

n ∈ S, (4.3.59)

and the obvious relation

∀θ0 ∈ T : φ(0)(θ0) +
∑
n∈S

αnen = φ(0)(θ0 + α) +O(‖α‖2). (4.3.60)

Hence we obtain

α = P
(∑

n∈S

αnen

)
,

(∑
n∈S

αnen

)
= Dθφ

(0)(θ0)α,

where Dθφ
(0)(θ0) is the Jacobian matrix of the infinite-dimensional vector φ(0)(θ)

with respect to the N -dimensional vector θ. It is clear that

H(0)v(0) = 0, where v(0) =
∑
n∈S

αnen = Dθφ
(0)(θ0)α.

Furthermore, the partial (k − 1)th sum of the power series (4.3.56) satisfies the
stationary equation (4.3.53) up to the order of O(εk).

If dim Ker(M(k−1)) = dk−1 +1, then the partial (k−1)th sum of the power series
(4.3.56) has (dk−1+1) arbitrary parameters when θ0 is shifted in the direction of the
vector α. In the tangent space of the stationary equation (4.3.53) in the direction
of α, the linear inhomogeneous system

H(0)v(m) +H(1)v(m−1) + ... +H(m)v(0) = 0, m = 1, 2, ..., k − 1

has a particular solution in the form v(m) = Dθφ
(m)(θ0)α for m = 1, 2, ..., k − 1.

Using the regular perturbation series for isolated zero eigenvalues of H(0),

v = v(0) + εv(1) + ... + εkv(k) +O(εk+1), μ = μkε
k +O(εk+1),
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we obtain the linear inhomogeneous equation

H(0)v(k) +H(1)v(k−1) + · · ·+H(k)v(0) = μkv(0). (4.3.61)

Applying the projection operator P and recalling the definition of the vector g(θ, ε) =
PF(φ, ε), we find that the left-hand side of the inhomogeneous equation (4.3.61)
reduces to the form

P
[
H(1)Dθφ

(k−1)(θ0) + · · ·+H(k)Dθφ
(0)(θ0)

]
α = Dθg(k)(θ0)α =M(k)α,

whereas the right-hand side becomes μkPv(0) = μkα. Therefore, μk is an eigenvalue
of the Jacobian matrixM(k) and α is the corresponding eigenvector.

Small eigenvalues of the self-adjoint operator H are expected to be related to the
small eigenvalues of the spectral stability problem (4.3.57), similarly to the one-
dimensional DNLS equation (Section 4.3.3). We will show that the relationship be-
tween these small eigenvalues for the vortex solutions of the two-dimensional DNLS
equation may be more complicated than that for solitons in the one-dimensional
DNLS equation. The following theorem gives the main result on the relationship
between nonzero eigenvalues of the Jacobian matrices {M(k)}k≥1 and small eigen-
values of the spectral stability problem (4.3.57).

Theorem 4.13 Under the conditions of Theorem 4.12, there exists a pair of small
eigenvalues λ of the spectral stability problem (4.3.57) such that

λ = εk/2λk/2 +O(εk/2+1),

where λk/2 is found from the quadratic eigenvalue problems,

odd k: M(k)α =
1
2
λ2
k/2α, (4.3.62)

even k: M(k)α +
1
2
λk/2L(k)α =

1
2
λ2
k/2α. (4.3.63)

Here L(k) is a skew-symmetric matrix defined by (4.3.66) below.

Proof Similarly to the computations of small nonzero eigenvalues of H in Theorem
4.12, we write the spectral stability problem (4.3.57) in the form

σ
[
H(0) + εH(1) + · · ·+ εk−1H(k−1) + εkH(k) +O(εk+1)

]
v = iλv.

Using relations

ên = −iσen, H(0)ên = −2ên, n ∈ S,

we find a solution of the linear inhomogeneous equation

H(0)ϕ(0) = 2iσDθφ
(0)(θ0)α

in the form

ϕ(0) =
∑
n∈S

αnên = Φ(0)(θ0)α,

where Φ(0)(θ0) is the matrix extension of φ(0)(θ0), which consists of vector columns
ên, n ∈ S.
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Similarly, there exists a particular solution of the inhomogeneous problem

H(0)ϕ(m) +H(1)ϕ(m−1) + · · ·+H(m)ϕ(0) = 2iσDT
θφ

(m)(θ0)α, m = 1, 2, · · · , k′,

in the form ϕ(m) = Φ(m)(θ0)α, where

k′ =
k − 1

2
if k is odd and k′ =

k

2
− 1 if k is even.

Using the regular perturbation series for an isolated zero eigenvalue of σH(0),

v = v(0) + εv(1) + · · ·+ εk−1v(k−1) +
1
2
λ
(
ϕ(0) + εϕ(1) + · · ·+ εk

′
ϕ(k′)

)
+ εkv(k) +O(εk+1),

and

λ = εk/2λk/2 +O(εk/2+1),

where

v(m) = Dθφ
(m)(θ0)α for m = 0, 1, · · · , k − 1,

ϕ(m) = Φ(m)(θ0)α for m = 0, 1, .., k′,

we obtain a linear inhomogeneous equation for v(k). When k is odd, the linear
equation for v(k) takes the form

H(0)v(k) +H(1)v(k−1) + · · ·+H(k)v(0) =
i
2
λ2
k/2σϕ

(0). (4.3.64)

When k is even, the linear equation for v(k) takes the form

H(0)v(k) +H(1)v(k−1) + · · ·+H(k)v(0)

+
1
2
λk/2

(
H(1)ϕ(k′) + · · ·+H(k′+1)ϕ(0)

)
=

i
2
λ2
k/2σϕ

(0). (4.3.65)

Using the projection operator P and the definition of the new matrix

L(k) = P
[
H(1)Φ(k′)(θ0) + · · ·+H(k′+1)Φ(0)(θ0)

]
, (4.3.66)

we obtain reduced problems (4.3.62) and (4.3.63) from the solvability conditions
for the linear inhomogeneous problems (4.3.64) and (4.3.65).

Exercise 4.27 Assume that matrix L(k) is skew-symmetric and prove that eigen-
values of the quadratic eigenvalue problem (4.3.63) occur in pairs λk/2 and −λk/2.

A general count of unstable eigenvalues in the quadratic eigenvalue problem
(4.3.63) was developed by Chugunova & Pelinovsky [37] and Kollar [119].

Let us apply Theorems 4.12 and 4.13 to the localized modes φ associated with
the vortex cell,

S = {(1, 1), (2, 1), (2, 2), (1, 2)} ⊂ Z
2.

The persistent localized modes (Section 3.2.5) include eight soliton configurations
and one vortex configuration of charge L = 1 with the phase distribution

θj =
π(j − 1)

2
, j = 1, 2, 3, 4. (4.3.67)
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The Jacobian matrixM(1) is given by

M(1) =

⎡⎢⎢⎣
s1 + s4 −s1 0 −s4

−s1 s1 + s2 −s2 0
0 −s2 s2 + s3 −s3

−s4 0 −s3 s3 + s4

⎤⎥⎥⎦ , (4.3.68)

where

s1 = cos(θ2 − θ1), s2 = cos(θ3 − θ2), s3 = cos(θ4 − θ3), s4 = cos(θ1 − θ4).

For the soliton configurations, M(1) is generally nonzero. Every positive eigen-
value ofM(1) generates a pair of real eigenvalues of the quadratic problem (4.3.62)
and every negative eigenvalue of M(1) generates a pair of purely imaginary eigen-
values of the quadratic problem (4.3.62). These results are similar to the analysis
of stability of localized modes in one dimension (Section 4.3.3).

For the vortex configuration (4.3.67), M(1) ≡ 0 is zero. Therefore, we proceed
with the Jacobian matrixM(2) at the order k = 2,

M(2) =

⎡⎢⎢⎣
1 0 −1 0
0 1 0 −1
−1 0 1 0
0 −1 0 1

⎤⎥⎥⎦ .

Using the projection formula (4.3.66), we obtain

L(2) = 2

⎡⎢⎢⎣
0 1 0 −1
−1 0 1 0
0 −1 0 1
1 0 −1 0

⎤⎥⎥⎦
and consider eigenvalues in the quadratic problem (4.3.63). Note that the eigenvalue
problem is equivalent to the difference equation with constant coefficients

−αj+2 + 2αj − αj−2 = λ2
1αj + 2λ1 (αj+1 − αj−1) , j = 1, 2, 3, 4,

subject to periodic boundary conditions. Using the discrete Fourier transform, the
difference equation reduces to the characteristic equation:(

λ1 + 2i sin
πn

2

)2

= 0, n = 1, 2, 3, 4.

There exist two eigenvalues of algebraic multiplicity two at λ1 = −2i and λ1 = 2i
and a zero eigenvalue of algebraic multiplicity four.

Exercise 4.28 Show that if v is given by the perturbation series in Theorem
4.13, then

〈Hv,v〉l2 = 2ε2λ1〈(L(1) + λ1I)α,α〉+O(ε3),

hence the double eigenvalues λ1 = ±2i have zero energy 〈Hv,v〉l2 at the order
k = 2.
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Figure 4.5 Top: the spectral plane λ = λr + iλi for ε = 0.6. Bottom: imaginary
and real parts of small eigenvalues versus ε using asymptotic (dashed lines) and
numerical (solid lines) approximations. Reprinted from [156].

To detect the splitting of the zero eigenvalue of multiplicity four, one needs to
extend computations up to the order k = 6. This was performed in [156], where it
was found that λ3 = ±4

√
2i. Taking into account that the double eigenvalues at

λ1 = ±2i split along the imaginary axis at the order k = 4 for ε > 0, we conclude
that the vortex configuration (4.3.67) is spectrally stable for small ε > 0.

Figure 4.5 shows numerical results for the vortex configuration (4.3.67). The lin-
earization spectrum of the vortex solution at the order k = 2 has a zero eigenvalue of
algebraic multiplicity four and two pairs of imaginary eigenvalues λ ≈ ±2εi. These
pairs split along the imaginary axis at the order k = 4. The pair of larger purely
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imaginary eigenvalues of negative energy undertakes a bifurcation to a quartet of
complex eigenvalues for a larger value of ε upon collision with the continuous spec-
trum. The pair of smaller purely imaginary eigenvalues of positive energy merges
with the continuous spectrum avoiding a bifurcation to a quartet of complex eigen-
values. The zero eigenvalue produces another pair of purely imaginary eigenvalues
λ ≈ ±4

√
2ε3i at the order k = 6. This pair has negative energy and it bifurcates to a

quartet of complex eigenvalues upon collision with another pair of purely imaginary
eigenvalues of positive energy for larger values of ε.

Exercise 4.29 Compute matrices M(1), M(2), and L(2) and the eigenvalues of
the quadratic eigenvalue problems (4.3.62) and (4.3.63) for the three vortex config-
urations

θj =
π(j − 1)L

4
, j ∈ {1, ..., 8}, L ∈ {1, 2, 3}

associated with a larger vortex cell,

S = {(1, 1), (2, 1), (3, 1), (3, 2), (3, 3), (2, 3), (1, 3), (1, 2)} ⊂ Z
2.

Prove that the configuration with charge L = 1 is stable, whereas the configurations
with charges L = 2 and L = 3 are unstable. Show that if the node (2, 2) is removed
from Z

2, the vortex configuration with charge L = 2 becomes spectrally stable.

Exercise 4.30 Study stability of the vortex configuration,

θj =
π(j − 1)

2
, j ∈ {1, ..., 4}

associated with the vortex cross,

S = {(0,−1), (1, 0), (0, 1), (−1, 0)} ⊂ Z
2

and show that the quadratic eigenvalue problem (4.3.63) at k = 2 has zero matrix
L(2) ≡ 0. Prove that the vortex cross configuration is spectrally stable for small
ε > 0.

4.3.5 Gap solitons in the nonlinear Dirac equations

Let us consider the nonlinear Dirac equations,{
i(ut + ux) + v = ∂ūW (u, ū, v, v̄),

i(vt − vx) + u = ∂v̄W (u, ū, v, v̄),
(4.3.69)

where (u, v) ∈ C
2, (x, t) ∈ R

2, and

W (u, ū, v, v̄) ≡W (|u|2 + |v|2, |u|2|v|2, uv̄ + vū).

We assume the existence of the localized mode,

u(x, t) = u0(x)e−iωt, v(x, t) = v0(x)e−iωt, u0(x) = v̄0(x),

for some ω ∈ (−1, 1) (Section 3.3.4). This localized mode is known as the gap soliton
because (−1, 1) corresponds to the gap in the continuous spectrum of the nonlinear
Dirac equations (4.3.69).
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Linearization of the nonlinear Dirac equations (4.3.69) with the substitution⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u(x, t) =

[
u0(x) + V1(x)eλt

]
e−iωt,

ū(x, t) =
[
ū0(x) + V2(x)eλt

]
eiωt,

v(x, t) =
[
v0(x) + V3(x)eλt

]
e−iωt,

v̄(x, t) =
[
v̄0(x) + V4(x)eλt

]
eiωt

results in the spectral stability problem

σHV = iλV, (4.3.70)

where V = (V1, V2, V3, V4) ∈ C
4, σ is a diagonal 4× 4 matrix of {1,−1, 1,−1}, and

H = L + V (x) is a sum of the differential operator with constant coefficients

L =

⎡⎢⎢⎣
−ω − i∂x 0 −1 0

0 −ω + i∂x 0 −1
−1 0 −ω + i∂x 0
0 −1 0 −ω − i∂x

⎤⎥⎥⎦ (4.3.71)

and the matrix potential function

V (x) =

⎡⎢⎢⎢⎢⎣
∂2
ū0u0

∂2
ū2

0
∂2
ū0v0

∂2
ū0v̄0

∂2
u2

0
∂2
u0ū0

∂2
u0v0

∂2
u0v̄0

∂2
v̄0u0

∂2
v̄0ū0

∂2
v̄0v0

∂2
v̄2
0

∂2
v0u0

∂2
v0ū0

∂2
v2
0

∂2
v0v̄0

⎤⎥⎥⎥⎥⎦W (u0, ū0, v0, v̄0). (4.3.72)

We note that

H : H1(R)×H1(R)×H1(R)×H1(R)→ L2(R)× L2(R)× L2(R)× L2(R)

is a self-adjoint operator. It arises in the quadratic form associated with the energy
functional Eω(u, v) = H(u, v)−ωQ(u, v) after it is expanded near the critical point
(u0, v0) (Exercise 3.29).

Exercise 4.31 Use the gauge and translational symmetries of the nonlinear Dirac
equations (4.3.69) and show that Ker(Hω) = Span{V1,V2}, where

V1 = σu0, V2 = ∂xu0,

where u0 = (u0, ū0, v0, v̄0).

When u0(x) = v̄0(x) for all x ∈ R, elements of V (x) in (4.3.72) enjoy additional
symmetry relations

∂2
u0ū0

W = ∂2
v0v̄0

W, ∂2
ū2

0
W = ∂2

v2
0
W, ∂2

u0v0
W = ∂2

ū0v̄0
W.

In this case, the eigenvalue problem HV = μV admits two particular reductions:

(i) V1 = V4, V2 = V3, (ii) V1 = −V4, V2 = −V3.
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These reductions allow us to block-diagonalize the spectral stability problem
(4.3.70), after which the spectral stability problem can be transformed to the con-
ventional form

L+U = −λW, L−W = λU, (4.3.73)

where U ∈ C
2, W ∈ C

2, and L± are 2 × 2 matrix differential operators. The
block-diagonalization of the spectral stability problem (4.3.70) was discovered by
Chugunova & Pelinovsky [35].

Lemma 4.20 Assume u0(x) = v̄0(x) for all x ∈ R. There exists an orthogonal
similarity transformation with an orthogonal matrix

S =
1√
2

⎡⎢⎢⎣
1 0 1 0
0 1 0 1
0 1 0 −1
1 0 −1 0

⎤⎥⎥⎦
that simultaneously block-diagonalizes the self-adjoint operator H,

STHS =
[

H+ 0
0 H−

]
, (4.3.74)

and the linearized operator σH

STσHS = σ

[
0 H−
H+ 0

]
, (4.3.75)

where H± are 2× 2 Dirac operators

H± =

[
−ω − i∂x ∓1

∓1 −ω + i∂x

]
+ V±(x),

with the new potential functions

V±(x) =

[
∂2
ū0u0
± ∂2

ū0v̄0
∂2
ū2

0
± ∂2

ū0v0

∂2
u2

0
± ∂2

u0v̄0
∂2
ū0u0
± ∂2

u0v0

]
W (u0, ū0, v0, v̄0).

Proof Block-diagonalizations (4.3.74) and (4.3.75) are checked by explicit compu-
tations.

Corollary 4.8 Let

V = S

[
U

iσ3W

]
, U,W ∈ C

2.

The spectral stability problem (4.3.70) is equivalent to the standard form (4.3.73)
with

L+ = H+ and L− = σ3H−σ3.

Let us abuse the notation and denote u0 = (u0, ū0) ∈ C
2. The kernel of H

(Exercise 4.31) is now decomposed into

Ker(L+) = Span{∂xu0} and Ker(L−) = Span{u0}.
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Define the constrained L2 space,

L2
c =

{
U ∈ L2(R) : 〈u0,U〉L2 = 0

}
. (4.3.76)

Thanks to the exponential decay of V±(x) as |x| → ∞, we find

σc(L±) = (−∞,−(1 + ω)] ∪ [1− ω,∞)

for any fixed ω ∈ (−1, 1). Therefore, the zero eigenvalue of L± is bounded away
from the continuous spectrum. Using the standard algorithm, the spectral stabil-
ity problem (4.3.73) can be reduced to the generalized eigenvalue problem in the
constrained L2 space,

LU = γM−1U, γ = −λ2, (4.3.77)

where L = PcL+Pc, M−1 = PcL
−1
− Pc, and Pc : L2(R) → L2

c ⊂ L2(R) is an
orthogonal projection operator.

Although we are now in the formalism of Section 4.2, the assumptions of Theorem
4.5 are not satisfied since σc(L±) is not bounded from below by a positive constant.

No analytic theory of the spectral stability of localized modes in the nonlinear
Dirac equations (4.3.69) has been developed so far. Numerical approximations of
eigenvalues were constructed using the Evans function computations [46] and the
Chebyshev interpolation [35].

For illustrations, let us consider the nonlinear Dirac equations (4.3.69) with

W =
1
2
(|u|4 + |v|4)

when the potential functions V±(x) are computed explicitly by

V+ = V− =

(
2|u0|2 u2

0

ū2
0 2|u0|2

)
.

Figure 4.6 displays the spectra of operators H+, H−, and L := iσH for six values
of parameter ω in the interval (−1, 1). When ω is close to 1, there exists a single
nonzero eigenvalue for H+ and H− and a single pair of purely imaginary eigenvalues
of L (top left panel). The first set of arrays on the figure indicates that the pair of
eigenvalues of L becomes visible at the same value of ω as the eigenvalue of H+.
This correlation between eigenvalues of L and H+ can be traced throughout the
entire parameter domain.

When ω decreases, the operator H− acquires another nonzero eigenvalue from
the continuous spectrum, with no changes in the number of isolated eigenvalues
of L (top right panel). The first complex instability occurs near ω ≈ −0.18, when
the pair of purely imaginary eigenvalues of L collides with the continuous spectrum
and emerge as a quartet of complex eigenvalues, with no changes in the number of
isolated eigenvalues for H+ and H− (middle left panel).

The second complex instability occurs at ω ≈ −0.54, when the operator H−
acquires a third nonzero eigenvalue and the linearized operator L acquires another
quartet of complex eigenvalues (middle right panel). The second set of arrays on
the figure indicates a correlation between these eigenvalues of L and H−.
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Figure 4.6 Eigenvalues and instability bifurcations for the nonlinear Dirac equa-
tions. Reprinted from [35].

When ω decreases further, the operators H+ and H− acquire one more isolated
eigenvalue, with no change in the spectrum of L (bottom left panel). Finally, when
ω is close to −1, the third complex instability occurs, correlated with another
bifurcation from the continuous spectrum in the operator H− (bottom right panel).
The third set of arrays on the figure indicates this correlation. In a narrow domain
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near ω = −1, the operator H+ has two nonzero eigenvalues, the operator H− has five
nonzero eigenvalues and the operator L has three quartets of complex eigenvalues.

These numerical results imply that there exists a correlation between bifurcations
of isolated eigenvalues in the operator L and those in the Dirac operators H+ and
H−. However, analysis of this correlation remains open for further studies.

4.4 Other methods in stability analysis

After the spectral stability of localized modes is proved, the spectral information
can be used to study the nonlinear stability of localized modes. If the spectral
stability problem is defined by a non-self-adjoint linearized operator, the nonlinear
stability problem involves analysis of the time evolution of the original equation.

Analysis of the linearized stability in the sense of Definition 4.2 can already be
difficult compared to the spectral stability analysis. If the localized mode is unstable
spectrally, it is unstable linearly (because we can choose initial data of the linearized
evolution in the direction of an unstable eigenvector). However, what if the localized
mode is spectrally stable and no perturbations grow exponentially fast? Several
subtle issues may be obstacles for the linearized stability of the spectrally stable
localized modes:

• Nonzero eigenvalues on the imaginary axis may be multiple and lead to the
polynomial growth of solutions of the linearized equation.

• The zero eigenvalue may have a higher algebraic multiplicity than the one pre-
scribed by the symmetries of the original equation, leading again to the polyno-
mial growth of solutions of the linearized equation.

• The eigenvectors of the spectral problem may not form a basis in L2 space,
leading to no semi-group properties of the linearized evolution operator.

The first two issues can occur also in finite-dimensional evolution problems, but
the third issue can only arise in infinite-dimensional evolution equations. A subtle
phenomenon of ill-posedness of linearized evolution equations was studied recently
by Chugunova & Pelinovsky [36] in the context of the advection–diffusion equation
with a sign-varying dispersion. Good news is that the initial-value problem for
linearized Gross–Pitaevskii and nonlinear Schrödinger equations is well-posed and
eigenvectors of the spectral problem do form a basis in L2 space.

If the spectral information is relatively simple and the linearized evolution is
stable, we can then ask if the localized wave is orbitally stable in the sense of
Definition 4.3. The orbital stability is studied as a variant of the classical stability
of critical points in the sense of Lyapunov. Recall that the localized wave φ is a
critical point of the energy functional Eω(u) = H(u)− ωQ(u) in a function space
X. If we can prove that φ is a local minimizer of Eω(u) in X and the minimum is
non-degenerate in the sense of

∃C > 0 : Eω(u)− Eω(φ) ≥ C‖u− φ‖2X ,

for all u sufficiently close to φ in X, then φ is stable in the sense of Lyapunov.
In other words, for ε > 0, there exists δ > 0 such that if ‖u(0) − φ‖X ≤ δ then
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‖u(t) − φ‖X ≤ ε for all t ∈ R+. Indeed, continuity of Eω(u) with respect to u,
conservation of Eω(u(t)) for a solution u(t) : R+ �→ X, and the convexity of Eω(u)
at φ imply the stability of φ in the sense of Lyapunov.

The classical method of Lyapunov needs to be revised, however, because the sym-
metries of the nonlinear evolution equations result in the existence of a continuous
orbit T (θ)φ near the localized mode φ, where θ is an arbitrary parameter along the
soliton orbit. We would not say that the solution φ is unstable if u simply shifts
along the orbit T (θ)φ. Therefore, only the relative distance from u to the orbit
T (θ)φ matters for the stability analysis and one needs to specify how to identify
the parameter θ to ensure that ‖u−T (θ)φ‖X is minimal in θ. A sufficient condition
for orbital stability of localized modes in the context of nonlinear Schrödinger and
Klein–Gordon equations was obtained by Grillakis et al. [74, 75].

If the localized mode φ passes through the test of orbital stability, one can finally
consider the strongest asymptotic stability in the sense of Definition 4.4. Asymptotic
stability would guarantee that the dynamics near the orbit T (θ)φ approaches the
orbit T (θ)φ∞ as t → ∞ and the remainder term disperses away in a local norm
on X. The solution φ∞ near φ corresponds to another value ω∞ of parameter
ω. To put it in a different way, asymptotic stability guarantees that the localized
mode φ is an attractor in the time evolution of the nonlinear equation in the sense
that initial data close to a localized mode φ resolves into a localized mode φ∞
and a dispersive remainder. In this case, dispersion-induced radiation arises in the
Hamiltonian dynamical systems with conserved energy and power.

A combination of dispersive decay estimates following from the linearized time
evolution, the modulation equations for varying parameters (ω, θ), and continua-
tion arguments for the dispersive remainder is needed for the proof of asymptotic
stability of localized modes.

For all three topics, the central element of analysis is the conditions of symplectic
orthogonality on the dispersive remainder. These symmetry constraints have been
used already in the formalism of the spectral stability problem, when the non-
self-adjoint eigenvalue problem in L2 space is written as a generalized eigenvalue
problem for self-adjoint operators in a constrained L2 space. While the degeneracy
of the zero eigenvalue is not so important in the context of the spectral stability, it
becomes the key element in analysis of the nonlinear stability of localized modes.

For simplicity of presentation, we consider the generalized Gross–Pitaevskii equa-
tion with a localized potential,

iψt = −ψxx + V (x)ψ − f(|ψ|2)ψ, (4.4.1)

where ψ(x, t) : R × R+ → C is the wave function, V (x) : R → R is a bounded
potential with an exponential decay to zero as |x| → ∞, and f(|ψ|2) : R+ → R is a
C1 function such that f(0) = 0 and f ′(u) > 0 for all u ∈ R+. The only role of V (x)
is to break the translational invariance of the nonlinear Schrödinger equation and
to reduce the algebraic multiplicity of the zero eigenvalue of the spectral stability
problem. Some arguments on the construction of localized modes and eigenvectors
of the spectral stability problem can be simplified if V (x) is even on R.
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A similar analysis can be developed for other versions of the nonlinear Schrödinger
equation and the Korteweg–de Vries equations. Accounts of these works can be
found in Tao [202] and Angulo Pava [11].

4.4.1 Linearized stability of localized modes

Let us assume the existence of the localized mode of the Gross–Pitaevskii equation
(4.4.1),

ψ(x, t) = φ(x)e−iωt, (4.4.2)

where φ(x) : R → R and ω ∈ R are found from the stationary generalized Gross–
Pitaevskii equation,

−φ′′(x) + V (x)φ(x)− f(φ2)φ(x) = ωφ(x), x ∈ R. (4.4.3)

We assume that the map R � ω �→ φ ∈ H2(R) is C1. If V (−x) = V (x) for all
x ∈ R, we also assume that

φ(−x) = φ(x), x ∈ R.

Thanks to the exponential decay of V (x) to zero as |x| → ∞, if ω < 0, then the
localized mode φ enjoys the exponential decay to zero such that

∃C > 0 : |φ(x)| ≤ Ce−
√

|ω||x|, x ∈ R.

Applying the standard linearization

ψ(x, t) = [φ(x) + z(x, t)] e−iωt,

we obtain the linearized Gross–Pitaevskii equation,

izt = −zxx + V z − ωz − f(φ2)z − φ2f ′(φ2)(z + z̄). (4.4.4)

Separation of variables

z(x, t) = [u(x) + iw(x)] eλt

results in the spectral stability problem

L+u = −λw, L−w = λu, (4.4.5)

associated with the Schrödinger operators,

L+ = −∂2
x + V − ω − f(φ2)− 2φ2f ′(φ2),

L− = −∂2
x + V − ω − f(φ2).

Since

L−φ = 0, L+∂ωφ = φ, (4.4.6)

the spectral stability problem (4.4.5) admits a non-trivial null space. Assuming

Ker(L+) = ∅ and 〈φ, ∂ωφ〉L2 =
1
2

d

dω
‖φ‖2L2 �= 0,
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which are standard assumptions in Sections 4.2 and 4.3, the zero eigenvalue has
algebraic multiplicity one and geometric multiplicity two.

We say that (u,w) ∈ L2(R) × L2(R) is symplectically orthogonal to the eigen-
vectors of the generalized kernel of the spectral stability problem (4.4.5) if

〈u, φ〉L2 = 0, 〈w, ∂ωφ〉L2 = 0. (4.4.7)

Under this condition, (u,w) ∈ L2(R)×L2(R) belong to the invariant subspace of the
linearized problem (4.4.5), which is symplectically orthogonal to its two-dimensional
null space. Note that u belongs to the same constrained subspace L2

c ⊂ L2 as in
Sections 4.2 and 4.3, where the spectral stability problem (4.4.5) was reduced to
a generalized eigenvalue problem. In this section, however, we shall work with the
full system (4.4.5).

Besides the zero eigenvalue, the spectral problem (4.4.5) may have other isolated
eigenvalues and the continuous spectrum with possible embedded eigenvalues. To
single out the main ingredient of this section, we shall assume that no isolated and
embedded eigenvalues of the spectral stability problem (4.4.5) exist except for the
double zero eigenvalue. This assumption is not critical since symplectically orthog-
onal complements of invariant subspaces for isolated and embedded eigenvalues
can be constructed to reduce L2(R) to an invariant subspace for the continuous
spectrum of the spectral stability problem as in the work of Cuccagna et al. [43].

Under the assumption of no nonzero eigenvalues, we present the scattering theory
for the eigenfunctions of the spectral stability problem (4.4.5) associated with the
continuous spectrum. We shall prove the symplectic orthogonality and complete-
ness of these eigenfunctions in L2 following the works of Buslaev & Perelman [25],
Pelinovsky [153], Cuccagna [41], and Krieger & Schlag [122].

For convenience of working with purely imaginary λ, we set

λ = iΩ, u = U, and w = iW,

obtaining then L+U = ΩW , L−W = ΩU , or explicitly{
−U ′′(x) + cU(x) + V+(x)U(x) = ΩW (x),

−W ′′(x) + cW (x) + V−(x)W (x) = ΩU(x),
(4.4.8)

where c = −ω > 0 and

V+ := V − f(φ2)− 2φ2f ′(φ2), V− := V − f(φ2).

By the Weyl Theorem (Appendix B.15), the continuous spectrum of system (4.4.8)
coincides with the purely continuous spectrum of the limiting system

−U ′′
0 (x) + cU0(x) = ΩW0(x), −W ′′

0 (x) + cW0(x) = ΩU0(x). (4.4.9)

Using the Fourier transform, we can see that the only solutions of system (4.4.9)
in L∞(R) exist for Ω ∈ (−∞,−c]∪ [c,∞). Let us focus on the positive branch [c,∞)
and define

k =
√

Ω− c, p =
√

Ω + c.
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It is clear that c is a branch point of the two-sheet Riemann surface for solutions
(U,W ) of system (4.4.8) on the complex plane of Ω. If arg(Ω−c) = 0, then k ∈ R+,
whereas if arg(Ω− c) = 2π, then k ∈ R−. In both cases, we can choose p ∈ R+.

We shall define two particular solutions u = (U,W ) of system (4.4.8) for Ω =
c + k2 with k ∈ R according to the limiting behavior

lim
x→−∞

u1(x, k)e−px = e−, lim
x→−∞

u2(x, k)e−ikx = e+, (4.4.10)

where e± = (1,±1). These two solutions exist thanks to the exponential decay of
V±(x) to zero as |x| → ∞. If Ω ∈ [c,∞), the first solution u1(x, k) decays exponen-
tially to zero as x → −∞, while the second solution u2(x, k) remains bounded as
x→ −∞.

Interpreting the terms with the potentials V±(x) as source terms, we rewrite the
linear system (4.4.8) for u1(x) in the equivalent integral form

u1(x, k) = epxe− −
1
2

∫ x

−∞

[
g1 + g2 g1 − g2

g1 − g2 g1 + g2

]
(y − x)

[
V+(y) 0

0 V−(y)

]
u1(y, k)dy,

where

g1(x) =
sin(kx)

k
, g2(x) =

sinh(px)
p

.

Since V±(x) decay to zero exponentially as x → −∞, there exists a unique
solution for u1(x, k) for all x ∈ R and all k ∈ R in the class of functions decaying
like epx as x → −∞. When the solution u1(x, k) is extended to the opposite limit
x→ +∞, it may grow exponentially to infinity according to the limiting behavior

lim
x→+∞

u1(x, k)e−px = A(k)e−, (4.4.11)

where

A(k) = 1− 1
4κ

∫
R

(V+(y)U1(y, k)− V−(y)W1(y, k)) e−pydy

and u1 = (U1,W1).
The integral equation for a bounded solution u2(x, k) cannot be found from the

linear system (4.4.8) in the same way as the solution u1(x, k) because the integral
operator with the kernel g2(x) is not well-defined on the class of bounded functions.
To derive the equivalent integral equation, we need to follow the steps of a reduction
procedure described by Buslaev & Perelman [25].

Let us first rewrite the system (4.4.8) in vector variable

ϕ =
(
U + W

2
,
U −W

2

)
as follows: (

−∂2
x + c

)
ϕ + V̂ϕ = Ωσ3ϕ, (4.4.12)

where

V̂ =

[
V − f(φ2)− φ2f ′(φ2) −φ2f ′(φ2)

−φ2f ′(φ2) V − f(φ2)− φ2f ′(φ2)

]
=
[

V1 V2

V2 V1

]
. (4.4.13)
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The solution u1(x, k) transforms to the solution ϕ1(x, k) that satisfies the integral
equation

ϕ1(x, k) = epxe2 −
∫ x

−∞

[
g1(y − x) 0

0 g2(y − x)

]
V̂ (y)ϕ1(y, k)dy,

where {e1, e2} is a standard basis in C
2. Let us look for the bounded solution

ϕ2(x, k) in the form

ϕ2(x, k) = z0(x, k)ϕ1(x, k) + z1(x, k)e1, ∂xz0(x, k) =
z2(x, k)
ϕ12(x, k)

(4.4.14)

where z1(x, k) and z2(x, k) are new variables and ϕ12(x, k) �= 0 at least for large
negative x.

Substitution of (4.4.14) into system (4.4.12) leads to the system of equations

−
(
∂2
x + k2

)
z1 +

(
V1 −

ϕ11

ϕ12
V2

)
z1 − 2

(
∂xϕ11

ϕ12
− ϕ11∂xϕ12

ϕ2
12

)
z2 = 0,

− (∂x + p) z2 + V2z1 +
(
p− ∂xϕ12

ϕ12

)
z2 = 0.

The Green function can be constructed for large negative values of x because the
potential-free equation for z2 has only a growing solution as x→ −∞ and the new
potential terms decay exponentially as x→ −∞ thanks to the representation

Ṽ =

⎡⎢⎣ V1 −
ϕ11

ϕ12
V2 −2

(
∂xϕ11

ϕ12
− ϕ11∂xϕ12

ϕ2
12

)
V2 p− ∂xϕ12

ϕ12

⎤⎥⎦ ≡ [ V11 V12

V21 V22

]
.

Incorporating the boundary condition for u2(x, k) (and thus for ϕ2(x, k)), we
rewrite the differential system for z1(x, k) and z2(x, k) in the equivalent integral
form

z1(x, k) = eikx −
∫ x

−∞

sin k(y − x)
k

(V11(y, k)z1(y, k) + V12(y, k)z2(y, k)) dy,

z2(x, k) =
∫ x

−∞
ep(y−x) (V21(y, k)z1(y, k) + V22(y, k)z2(y, k)) dy.

It follows from the system of integral equations that z2(x, k) decays exponentially
to zero as x → −∞ with the exponential rate of the potential V21 = V2, while
z1(x, k) remains bounded as x → −∞. Integrating the first-order equation for
z0(x, k), we obtain the bounded solution ϕ2(x, k) in the final form

ϕ2(x, k) = z1(x, k)e1 +
(∫ x

x0

z2(y, k)dy
ϕ12(y, k)

)
ϕ1(x, k),

where x0 is at our disposal. Note that the term ϕ1(x, k) multiplied by the integral
term decays exponentially to zero as x → −∞ with the exponential rate of the
potential V2, while the integral term may grow as x→ −∞. Therefore, x0 �= −∞.

If A(k) �= 0 in the asymptotic behavior (4.4.11), then Ṽ (x, k) decays to zero
exponentially fast as x → +∞, so that z1(x, k) remains bounded and z2(x, k)
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decays exponentially to zero as x → +∞. In this case, we can pick x0 = +∞.
When the integral representation for z1(x, k) is extended to x → +∞, we obtain
the limiting behavior

z1(x, k)→ a(k)eikx + b(k)e−ikx as x→ +∞,

where the exponentially decaying term is not written and

a(k) = 1− 1
2ik

∫
R

e−iky (V11(y, k)z1(y, k) + V12(y, k)z2(y, k)) dy,

b(k) =
1

2ik

∫
R

eiky (V11(y, k)z1(y, k) + V12(y, k)z2(y, k)) dy.

Coefficients a(k) and b(k) are referred to as scattering data and the construction
of eigenfunctions of the continuous spectrum resembles the construction of inverse
scattering for Lax operators (Section 1.4.1). The following limiting behavior of the
solution u2(x, k) follows from the construction above for any A(k) �= 0:

u2(x, k)→
[
a(k)eikx + b(k)e−ikx

]
e+ as x→ +∞. (4.4.15)

Combining the previous computations, we have proved the following lemma.

Lemma 4.21 There exist bounded solutions u1(x, k)e−px and u2(x, k)e−ikx for
any x ∈ R and k ∈ R\{0} of the linear system (4.4.8) that satisfy the boundary
conditions (4.4.10) and (4.4.11). Moreover, if A(k) �= 0, then u2(x, k) also satisfies
the asymptotic behavior (4.4.15).

Since the system of equations (4.4.8) is real-valued for real Ω, we obtain imme-
diately that

u1(x, k) = ū1(x,−k), u2(x, k) = ū2(x,−k), x ∈ R, k ∈ R,

so that

a(k) = ā(−k), b(k) = b̄(−k), k ∈ R. (4.4.16)

We need two more solutions of system (4.4.8), which would exhibit similar behavior
as x → +∞. If we adopt the assumption that V (x) is even on R (merely for a
simplification of algebra), these two solutions are obtained by the inversion x→ −x,

w1(x, k) = u1(−x, k), w2(x, k) = u2(−x, k), x ∈ R, k ∈ R. (4.4.17)

Exercise 4.32 Let u1 = (U1,W1) and u2 = (U2,W2) be any two solutions of
system (4.4.8) for Ω1 and Ω2 respectively. LetW[u1,u2] be the Wronskian between
the two solutions in the form

W [u1,u2] = U1(x)U ′
2(x)− U ′

1(x)U2(x) + W1(x)W ′
2(x)−W ′

1(x)W2(x). (4.4.18)

Show that

d

dx
W[u1,u2] = (Ω1 − Ω2) (U1(x)W2(x) + W1(x)U2(x)) , x ∈ R, (4.4.19)

so that W[u1,u2] does not depend on x if Ω1 = Ω2.
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Lemma 4.22 Let u1(x, k) and u2(x, k) be solutions of (4.4.8), which satisfy the
boundary conditions (4.4.10), (4.4.11) with A(k) �= 0, and (4.4.15). Then, for any
k ∈ R\{0}, we have

|a(k)|2 − |b(k)|2 = 1, b̄(k) = −b(k). (4.4.20)

Proof The first scattering relation follows from the direct computations of the
Wronskian W[u2, ū2] for x→ ±∞:

W[u2, ū2] = −4ik = −4ik(|a(k)|2 − |b(k)|2), k ∈ R.

The second scattering relation follows from similar computations:

W[u2,w2] = −4ika(k), W (u2, w̄2) = −4ikb̄(k) = 4ikb(k), k ∈ R.

The value k = 0 is to be excluded from consideration.

We shall now identify important cases when this generic construction of bounded
solutions of system (4.4.8) may break.

Definition 4.9 We say that Ω ∈ [c,∞) is an embedded eigenvalue if A(k) = 0
and there exists B(k) �= 0 such that u1(x, k) satisfies

lim
x→+∞

u1(x, k)epx = B(k)e−.

We say that Ω ∈ [c,∞) is a resonance if A(k) �= 0 and there exists b(k) �= 0 such
that u2(x, k) satisfies

lim
x→+∞

u2(x, k)eikx = b(k)e+.

Lemma 4.23 No resonances may occur for Ω ∈ (c,∞).

Proof If Ω ∈ (c,∞), that is k ∈ R\{0}, the resonance condition is equivalent
to a(k) = 0 in the limiting behavior (4.4.15). However, the condition a(k) = 0
contradicts the constraint (4.4.20) for any k ∈ R\{0}. Therefore, resonance may
occur only for k = 0 (Ω = c).

Remark 4.9 Resonances may lead to bifurcations of exponentially decaying so-
lutions of the linearized system if a perturbation to the potential terms is applied.
Resonances with k = 0 are referred to as the edge bifurcations [107, 42], for which
new isolated eigenvalues bifurcate from the end point of the continuous spectrum.
Note that a(k) and b(k) are singular as k → 0 if k = 0 is not a resonance and they
are bounded as k → 0 if k = 0 is a resonance.

To define the symplectic orthogonality of the bounded eigenfunctions, we use the
symplectic inner product defined by

J [u1,u2] :=
∫
R

(
U1(x)W̄2(x) + W1(x)Ū2(x)

)
dx,

for any two solutions u1 = (U1,W1) and u2 = (U2,W2) of system (4.4.8). Although
the eigenfunctions u2(x, k) are not orthogonal because of the quadratic dependence
of Ω = c + k2 versus k, one can correct the definition of the wave functions to
regain the standard orthogonality relations of the eigenfunctions. The following
lemma gives the relevant calculation.



274 Stability of localized modes

Lemma 4.24 Let u2(x, k) and w2(x, k) be solutions of system (4.4.8) for Ω =
c + k2, which satisfy (4.4.10), (4.4.15), and (4.4.17). The wave functions

v(x, k) =
1√

4πa(k)

{
u2(x, k), k > 0,
w2(x,−k), k < 0,

(4.4.21)

are orthogonal such that

J [v(·, k),v(·, k′)] = δ(k − k′), (4.4.22)

where δ(k) is Dirac’s delta function in the distribution sense.

Proof For any solutions u(x, k) of system (4.4.8) with Ω = c+ k2, the Wronskian
identity (4.4.19) implies that

J [u(·, k),u(·, k′)] =
W [u(·, k), ū(·, k′)]

k2 − (k′)2

∣∣∣∣x→+∞

x→−∞
. (4.4.23)

Using the standard identity for the Dirac delta function,

lim
x→±∞

eikx

iπk
= ±δ(k), k ∈ R,

we can see that the main contribution of the right-hand side in (4.4.23) occurs at
k′ = k and k′ = −k. Both contributions are to be considered separately because of
the piecewise definition (4.4.21).

Without loss of generality, we take k > 0 and u(x, k) = u2(x, k). For k′ = k > 0,
we take u(x, k′) = u2(x, k′) and for k′ = −k < 0, we take u(x, k′) = w2(x,−k′).
Performing tedious but straightforward computations with the use of boundary
values (4.4.10) and (4.4.15), we obtain

J [u(·, k),u(·, k′)] = 2π
[
1 + |a(k)|2 + |b(k)|2

]
δ(k − k′) + 2π

[
b̄(k) + b(k)

]
δ(k + k′)

= 4π|a(k)|2δ(k − k′),

where the last equality is obtained from identities (4.4.16) and (4.4.20). The orthog-
onality condition (4.4.22) follows from the normalization of v(x, k) in the definition
(4.4.21).

The branch (−∞,−c] of the continuous spectrum can be obtained from the sym-
metry of system (4.4.8). If u = (U,W ) solves (4.4.8) for Ω > 0, then σ3u = (U,−W )
solves (4.4.8) for −Ω < 0.

With the help of Lemma 4.24, one can uniquely decompose any element in the
invariant subspace of L2 associated to the continuous spectrum of the linear problem
(4.4.8) by the generalized Fourier integrals over the wave functions v(x, k) and
σ3v(x, k). This decomposition is given by

u(x) =
∫
R

â+(k)u2(x, k)dk +
∫
R

â−(k)σ3u2(x, k)dk, (4.4.24)

where the symplectic orthogonality gives the coefficients of the decomposition,

â+(k) = J [u,v(·, k)], â−(k) = J [u, σ3v(·, k)], k ∈ R. (4.4.25)
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This representation formula implies the completeness relation for the wave func-
tions v(x, k) and σ3v(x, k),

1
4π

∫
R

[v(x, k)⊗ v̄(y, k) + σ3v(x, k)⊗ σ3v̄2(y, k)] dk = Iδ(x− y), x, y ∈ R,

(4.4.26)
where I is the 2× 2 identity matrix and

u =
[

u1

u2

]
, w =

[
w1

w2

]
: u⊗w :=

[
u1w2 u1w1

u2w2 u2w1

]
.

The completeness relation (4.4.26) follows from analysis of the resolvent of the
linearized operator, which has a jump across the continuous spectrum at (−∞,−c]∪
[c,∞).

Let us illustrate the orthogonal decomposition (4.4.24) for the explicit example
of the cubic focusing NLS equation,

iψt + ψxx + 2|ψ|2ψ = 0.

Therefore, we take V (x) ≡ 0 and f(|ψ|2) = 2|ψ|2, and we recall that φ(x) =√
|ω| sech(

√
|ω|x). Eigenfunctions of the linear system (4.4.8) were explicitly writ-

ten by Kaup [109], who proved the completeness relation (4.4.26) by explicit com-
putations.

Since the linear system (4.4.12) admits V̂ (x) in the explicit form

V̂ (x) = 2|ω|sech2(
√
|ω|x)

[
2 1
1 2

]
,

we can set ω = −1 by a scaling transformation. The eigenfunctions u1(x, k) and
u2(x, k) of the continuous spectrum [1,∞) of the linear system (4.4.8) with c = 1
are available in the closed form [109]:

u1(x; k) = epx
[(

1− 2p exp(x)
(p + 1)2 cosh(x)

)(
1
−1

)
− 2

(p + 1)2 cosh2(x)

(
1
0

)]
and

u2(x; k) = eikx

[(
1 +

2ik exp(x)
(k − i)2 cosh(x)

)(
1
1

)
+

2
(k − i)2 cosh2(x)

(
1
0

)]
.

Looking at the limits x→ +∞, we obtain

A(k) =
(
p− 1
p + 1

)2

, a(k) =
(
k + i
k − i

)2

, b(k) = 0, k ∈ R.

Recall that p =
√

1 + Ω, k =
√

Ω− 1, and Ω ∈ [1,∞). Therefore, A(k) �= 0 for all
k ∈ R and no embedded eigenvalues exist. On the other hand, k = 0 (Ω = 1) is the
resonance according to Definition 4.9.

Exercise 4.33 Confirm the orthogonality and completeness relations (4.4.26) for
the eigenfunctions v(x, k) and σ3v(x, k) by explicit integration.
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Combining the contributions from the discrete and continuous spectrum of the
spectral problem (4.4.5), a general solution of the linearized Gross–Pitaevskii equa-
tion (4.4.4) can be written in the form z(x, t) = u(x, t) + iw(x, t) with[

u(x, t)
w(x, t)

]
=
∫
R

â+(k)ei
√
c+k2tv(x, k)dk +

∫
R

â−(k)e−i
√
c+k2tσ3v(x, k)dk

+
∑
j

âje
λjt

(
u(1)
j (x) + tu(2)

j (x) + · · ·+ 1
(mj − 1)!

tmj−1u(mj)
j (x)

)
,

where the summation
∑

j includes each isolated and embedded eigenvalue λj of the
spectral problem (4.4.5) with the account of their algebraic multiplicity mj and the
set of generalized eigenvectors {u(1)

j ,u(2)
j , ...,u(mj)

j }.

Exercise 4.34 Write explicitly the decomposition in terms of eigenvectors (4.4.6)
for the zero eigenvalue of the spectral problem (4.4.5) and show that the linear
growth is absent if (u,w) satisfies the symplectic orthogonality conditions (4.4.7).

Thanks to the completeness of the eigenvectors of the spectral problem (4.4.5),
the Cauchy problem for the linearized Gross–Pitaevskii equation (4.4.4) is well-
posed and there exists a global unique solution

z(t) ∈ C(R, H2(R)) ∩ C1(R, L2(R)).

This implies that the series of eigenfunctions converges absolutely for any t ∈ R,
that is, the eigenvectors provide a Schauder basis in L2(R). The following theorem
summarizes the linearized stability of the localized mode φ in the sense of Definition
4.2.

Theorem 4.14 Consider the linearized Gross–Pitaevskii equation (4.4.4) with
V (x) and φ(x) decaying exponentially to zero as |x| → ∞. Then, the following
hold:

(i) If there exists at least one eigenvalue with Re(λ) > 0 in the spectral problem
(4.4.5), the localized mode φ is linearly unstable and the perturbation z(t) grows
exponentially as t→ +∞.

(ii) If there exists a pair of multiple purely imaginary eigenvalues or the zero eigen-
value of algebraic multiplicity higher than two in the spectral problem (4.4.5),
the localized mode φ is linearly unstable and the perturbation z(t) grows alge-
braically as t→ +∞.

(iii) If the spectrum of the spectral problem (4.4.5) has only semi-simple purely
imaginary eigenvalues (isolated or embedded), the zero eigenvalue of algebraic
multiplicity two and no other eigenvalues, the localized mode φ is linearly stable
and the perturbation z(t) remains bounded as t→ +∞.

Exercise 4.35 Assume that the zero eigenvalue of the spectral problem (4.4.5)
has algebraic multiplicity four and geometric multiplicity one (under the condition
that d

dω‖φ‖2L2 = 0). Prove that the localized mode φ is linearly unstable and the
perturbation z(t) = u(t)+iw(t) grows algebraically as t→ +∞ even if (u,w) satisfy
the constraints (4.4.7).
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Exercise 4.36 Assume that the spectral problem (4.4.5) has a pair of purely
imaginary eigenvalues of algebraic multiplicity two and geometric multiplicity one.
Prove that the localized mode φ is linearly unstable and the perturbation z(t) grows
algebraically as t→ +∞.

The key to the linearized analysis is the completeness property of the bounded
eigenfunctions of the linearized Gross–Pitaevskii equation. We note that for a gen-
eral non-self-adjoint operator, the eigenfunctions may only form a dense set in space
L2 but not a basis in L2 [36].

The completeness property of the eigenfunctions can also be studied by other
techniques. In the space of three dimensions, the wave operator formalism shows
isomorphism of the linearized problem with exponentially decaying potentials and
the free linearized problem without potentials [43]. Unfortunately, the wave operator
methods do not work in the space of two spatial dimensions.

For problems with a purely discrete spectrum, e.g. arising in the linearization of
periodic wave solutions, the completeness property of eigenfunctions can be estab-
lished with the spectral theory of non-self-adjoint operators [85].

4.4.2 Orbital stability of localized modes

Let us assume again the existence of the localized mode (4.4.2) in the stationary
Gross–Pitaevskii equation (4.4.3). The localized mode φ is a critical point of the
energy functional Eω(u) = H(u) − ωQ(u) in function space H1(R) (Section 3.1),
where H(u) and Q(u) are conserved energy and power of the Gross–Pitaevskii
equation (4.4.1),

H(u) =
∫
R

(
|∂xu|2 + V |u|2 −

∫ |u|2

0

f(s)ds

)
dx, Q(u) =

∫
R

|u|2dx.

Let D(ω) = Eω(φ) and assume that the map R � ω �→ D is C2. Since φ is
real-valued, we have

D′(ω) = 2〈∇ūE(φ)− ω∇ūQ(φ), ∂ωφ〉L2 −Q(φ) = −‖φ‖2L2 (4.4.27)

and

D′′(ω) = − d

dω
‖φ‖2L2 . (4.4.28)

Assume that, for this localized mode φ, the linearized operator L+ has only one
negative eigenvalue and no zero eigenvalues (that is, n(L+) = 1 and z(L+) = 0)
and that the linearized operator L− has no negative eigenvalues and a simple zero
eigenvalue (that is, n(L−) = 0 and z(L−) = 1). Theorem 4.8 holds under these
assumptions and states that the localized mode φ is spectrally stable if D′′(ω) > 0
and is spectrally unstable if D′′(ω) < 0.

We will now show that the variational structure of the Gross–Pitaevskii equa-
tion (4.4.1) can be used to prove orbital stability from spectral stability avoiding
the complexity of the linearized stability analysis. This theory is the oldest in the
stability analysis of localized modes and dates back to the first papers by Shatah
& Strauss [189] and Weinstein [211], summarized in the two papers of Grillakis
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et al. [74, 75]. We will only review the stability part of the orbital stability/instability
theorems. The proof of the stability theorem is similar to the proof of the first
Lyapunov Theorem on stability of a center point in a dynamical system with a
sign-definite energy.

Theorem 4.15 Assume that the stationary Gross–Pitaevskii equation (4.4.3) ad-
mits an exponentially decaying solution φ0 ∈ H1(R) for a fixed ω0 < 0. Assume
that the map R � ω �→ φ ∈ H2(R) is C1 near ω0. Furthermore, assume for this ω0

that

n(L+) = 1, z(L+) = 0, n(L−) = 0, z(L−) = 1.

The solution φ0 is orbitally stable in energy space H1(R) in the sense of Definition
4.3 if D′′(ω0) > 0.

Proof Let us expand the energy functional Eω(ψ) using the decomposition

ψ = φ0 + u + iw,

where (u,w) ∈ H1(R)×H1(R) are real. Then, we obtain

Eω0(ψ) = D(ω0) + 〈L+u, u〉L2 + 〈L−w,w〉L2 + Ẽω0(u,w), (4.4.29)

where the remainder term Ẽω(u,w) contains cubic and higher-order terms in ‖u‖H1

and ‖w‖H1 .
Let us consider the constrained energy space,

H1
c = {u ∈ H1(R) : 〈u, φ0〉L2 = 0} (4.4.30)

and use the orthogonal projection operator Pc : L2 → L2
c ⊂ L2. Because

〈L−1
+ φ0, φ0〉L2 = 〈∂ωφ0, φ0〉L2 = −1

2
D′′(ω0),

operator PcL+Pc has no negative or zero eigenvalues if D′′(ω0) > 0 (Theorem 4.1).
Therefore, the quadratic form associated with PcL+Pc is coercive and

∃C > 0 : ∀u ∈ H1
c : 〈L+u, u〉L2 ≥ C‖u‖2H1 . (4.4.31)

On the other hand, φ0 is an eigenvector of L− for the simple zero eigenvalue, hence,
operator PcL−Pc also has no negative or zero eigenvalues. We infer again that the
quadratic form associated with PcL−Pc is also coercive and

∃C > 0 : ∀w ∈ H1
c : 〈L−w,w〉L2 ≥ C‖w‖2H1 . (4.4.32)

Let T (θ)φ0 := e−iθφ0 be the orbit of the localized mode φ0 in H1(R) for a fixed
ε > 0. Let Φε ⊂ H1(R) be an open ε-neighborhood of the orbit defined by

Φε = {ψ ∈ H1(R) : inf
θ∈R

‖ψ − e−iθφ0‖H1 < ε}. (4.4.33)

Let us consider the decomposition

∀ψ ∈ Φε : ψ = (φ(ω) + u + iw) e−iθ, (4.4.34)



4.4 Other methods in stability analysis 279

where φ(ω) is the map R � ω �→ φ ∈ H2(R) near ω = ω0 and the parameters
(ω, θ) ∈ R

2 are defined by the constraints (u,w) ∈ H1
c ×H1

c . The constraints can
be rewritten as a scalar complex-valued equation,

F (θ, ω) := 〈eiθψ, φ0〉L2 − 〈φ(ω), φ0〉L2 = 0. (4.4.35)

For any small ε > 0 and any ψ ∈ Φε, let θ0 be the argument of infθ∈R ‖ψ −
e−iθφ0‖H1 . Therefore, if ψ = e−iθ0φ0 + ψ̃, then ‖ψ̃‖H1 < ε and

F (θ0, ω0) = 〈eiθ0 ψ̃, φ0〉L2 ⇒ ∃C > 0 : |F (θ0, ω0)| ≤ Cε.

On the other hand, derivatives of F (θ, ω) at (θ0, ω0) can be computed in the form

∂θF (θ0, ω0) = i‖φ0‖2L2 + i〈eiθ0 ψ̃, φ0〉L2 ,

∂ωF (θ0, ω0) = −〈∂ωφ0, φ0〉L2 =
1
2
D′′(ω0).

Since both derivatives are nonzero for small ε > 0, the Implicit Function Theorem
states that there is a unique solution of equation (4.4.35) for (θ, ω) near (θ0, ω0) for
small ε > 0 such that

∃C > 0 : ∀ψ ∈ Φε : |ω − ω0| ≤ Cε, |θ − θ0| ≤ Cε. (4.4.36)

Expanding the energy function Eω(ψ) using the decomposition (4.4.34), we ob-
tain

Eω(ψ) = D(ω) + 〈L+u, u〉L2 + 〈L−w,w〉L2 + Ẽω(u,w),

where operators L± are now computed at φ and ω. Thanks to computation (4.4.27),
we know that

Eω(φ(ω))− Eω(φ0) = D(ω)−D(ω0) + (ω − ω0)Q(φ0)

=
1
2
D′′(ω0)(ω − ω0)2 +O(ω − ω0)3.

On the other hand, the quadratic forms involving L+ and L− can be computed
at φ = φ0 and ω = ω0 with the truncation error of the order

O(|ω − ω0|(‖u‖2H1 + ‖w‖2H1)).

As a result, we obtain the expansion

Eω(ψ)− Eω(φ0) =
1
2
D′′(ω0)(ω − ω0)2 + 〈L+u, u〉L2 + 〈L−w,w〉L2

+O
(
(ω − ω0)3 + (ω − ω0)(‖u‖2H1 + ‖w‖2H1) + (‖u‖H1 + ‖w‖H1)3

)
.

We note that for all a ∈ R and all u ∈ H1
c ,

〈L+(a∂ωφ0 + u), (a∂ωφ0 + u)〉L2 = −1
2
a2D′′(ω0) + 〈L+u, u〉L2 . (4.4.37)

Thanks to bounds (4.4.31) and (4.4.32), equality (4.4.37), and the positivity of
D′′(ω0), we obtain the lower bound

〈L+u, u〉L2 + 〈L−w,w〉L2 ≥ C
(
‖(ω − ω0)∂ωφ0 + u‖2H1 + ‖w‖2H1

)
= C

(
‖φ(ω)− φ0 + u‖2H1 + ‖w‖2H1

)
+O((ω − ω0)3, (ω − ω0)2‖u‖H1)

= C‖eiθψ − φ0‖2H1 +O((ω − ω0)3, (ω − ω0)2‖u‖H1).
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As a result, for sufficiently small ε > 0, there is C > 0 such that for all ψ ∈ Φε, we
have

Eω(ψ)− Eω(φ0) ≥
1
2
D′′(ω0)(ω − ω0)2 + C inf

θ∈R

‖ψ − e−iθφ0‖2H1 . (4.4.38)

If ψ is a time-dependent solution of the Gross–Pitaevskii equation (4.4.1), then
E(ψ) and Q(ψ) are constant in time. The left-hand side of the bound (4.4.38) can
be related to the conserved quantities by

Eω(ψ)− Eω(φ0) = E(ψ)− E(φ0) + ω0(Q(ψ)−Q(φ0)) + (ω − ω0)(Q(ψ)−Q(φ0)).

The linear term in (ω − ω0) can be combined with the positive quadratic term on
the right-hand side of the bound (4.4.38) to obtain

C inf
θ∈R

‖ψ − e−iθφ0‖2H1 ≤ E(ψ)− E(φ0) + ω0(Q(ψ)−Q(φ0)) +
[Q(ψ)−Q(φ0)]2

2D′′(ω0)
,

and

1
2
D′′(ω0)

(
ω − ω0 −

Q(ψ)−Q(φ0)
D′′(ω0)

)2

≤ E(ψ)− E(φ0) + ω0(Q(ψ)−Q(φ0)) +
[Q(ψ)−Q(φ0)]2

2D′′(ω0)
.

Let ψ|t=0 = ψ0 be the initial data for the Gross–Pitaevskii equation (4.4.1).
Then, E(ψ) = E(ψ0) and Q(ψ) = Q(ψ0) for all t ≥ 0. For any ε > 0, there is δ > 0
such that for any ψ0 ∈ Φδ, we have ψ ∈ Φε for all t ≥ 0 under the condition

∃C > 0 : Cε2 ≤ E(ψ0)− E(φ0) + ω0(Q(ψ0)−Q(φ0)) +
[Q(ψ0)−Q(φ0)]2

2D′′(ω0)
,

where the right-hand side goes to zero as δ → 0. This is precisely the orbital stability
of the localized mode φ0 in the sense of Definition 4.3.

Under the same assumptions, the instability theorem from [74, 75] states that
the localized solution φ0 for a fixed ω0 < 0 is unstable if D′′(ω0) < 0. Since the
spectral stability problem has a real positive eigenvalue under the same condition
D′′(ω0) < 0, the instability theorem is not surprising. It simply confirms that
the spectral and linearized instabilities imply orbital instability. The proof of the
instability theorem is similar to the proof of the second Lyapunov Theorem on
instability of a saddle point in a dynamical system with a sign-indefinite energy
function.

Exercise 4.37 Prove orbital stability of the fundamental localized mode of the
discrete nonlinear Schrödinger equation,

iψ̇n + ε(ψn+1 − 2ψn + ψn−1) + |ψn|2ψn = 0, n ∈ Z,

which converges as ε → 0 to the solution ψn(t) = eitδn,0 supported at the node
n = 0.
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4.4.3 Asymptotic stability of localized modes

Let us assume again the existence of the localized mode (4.4.2) in the station-
ary Gross–Pitaevskii equation (4.4.3). Assume further that the spectral stability
problem (4.4.5) has no nonzero eigenvalues and no resonances at the end points of
the continuous spectrum in the sense of Definition 4.9. We also assume that the
condition

D′′(ω) = − d

dω
‖φ‖2L2 > 0

is satisfied so that the localized mode φ is stable spectrally, linearly, and orbitally.
To simplify computations, we substitute f(|φ|2) = |ψ|2p into the Gross–Pitaevskii

equation (4.4.1),

iψt = −ψxx + V (x)ψ − |ψ|2pψ, (4.4.39)

where p > 0. Under the above restrictions, we shall prove the asymptotic stability
of the localized mode φ in the sense of Definition 4.4.

Asymptotic stability of solitary waves in nonlinear Schrödinger equations has
been considered in many papers. The latest development includes analysis of the
one-dimensional NLS equation by Buslaev & Sulem [27] for p ≥ 4 and by Mizumachi
[141] and Cuccagna [41] for p ≥ 2.

Using a fixed bounded potential V (x), Mizumachi [141] proved asymptotic stabil-
ity of small bound states bifurcating from the lowest eigenvalue of the Schrödinger
operator L = −∂2

x + V (x) (Section 3.2.1). He needed only the spectral theory of
the self-adjoint operator since spectral projections and small nonlinear terms were
controlled in the corresponding norm. Pioneering works along the same lines are
attributed to Soffer & Weinstein [193, 194, 195], Pillet & Wayne [169], and Yau &
Tsai [218, 219, 220].

Compared to this approach, Cuccagna [41] proved the asymptotic stability of
nonlinear symmetric bound states in the energy space of the nonlinear Schrödinger
equation with V (x) ≡ 0. He invoked the spectral theory of non-self-adjoint operators
arising in the linearization of the nonlinear Schrödinger equation, following earlier
works of Buslaev & Perelman [25, 26], Buslaev & Sulem [27], and Gang & Sigal [62,
63]. If additional isolated eigenvalues are present in the spectral stability problem,
these eigenvalues can be studied with the Fermi Golden Rule by the normal form
transformations [27, 41, 62, 63].

Let us decompose the solution ψ to the Gross–Pitaevskii equation (4.4.39) into a
sum of the localized mode φ with time-varying parameters (ω, θ) and the dispersive
remainder z using the substitution

ψ(x, t) = e−iθ(t) (φ(x;ω(t)) + z(x, t)) , (4.4.40)

where parameters (ω, θ)(t) : R+ → R
2 represent a two-dimensional orbit of the

stationary solutions e−i(ωt+θ)φ (their time evolution will be specified later) and
z(x, t) : R× R+ → C is a solution of the time evolution equation

izt = −zxx + V z − ωz − φ2pz − pφ2p(z + z̄)

+ (ω − θ̇)(φ + z)− iω̇∂ωφ−N(z), (4.4.41)
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where

N(z) = |φ + z|2p(φ + z)− φ2p+1 − φ2pz − pφ2p(z + z̄).

The linearized evolution is characterized by the linearized Gross–Pitaevskii equa-
tion (4.4.4), which transforms to the non-self-adjoint eigenvalue problem (4.4.5) in
variables u = Re(z) and w = Im(z).

To determine the time evolution of varying parameters (ω, θ) in the evolution
equation (4.4.41), we shall add conditions (4.4.7) that tell us that z is symplectically
orthogonal to the two-dimensional null space of the linearized problem (4.4.5), or
equivalently,

〈Re(z), φ〉L2 = 〈Im(z), ∂ωφ〉L2 = 0. (4.4.42)

Note that the symplectic orthogonality (4.4.42) is different from the constraints
on Im(z) ≡ w ∈ L2

c used in the proof of the orbital stability theorem (Theorem
4.15). We shall prove that the symplectic orthogonality conditions (4.4.42) define a
unique decomposition (4.4.40) if ψ belongs to a neighborhood of the localized mode
φ0 for a fixed ω0 < 0. (This neighborhood was denoted by Φε in Section 4.4.2.)

Lemma 4.25 Fix ω0 < 0 and denote φ(x;ω0) by φ0. There exists δ > 0 such that
any ψ ∈ H2(R) satisfying

‖ψ − φ0‖H2 ≤ δ (4.4.43)

can be uniquely decomposed by (4.4.40) and (4.4.42). Moreover, there exists C > 0
such that

|ω − ω0| ≤ Cδ, |θ| ≤ Cδ, ‖z‖H2 ≤ Cδ (4.4.44)

and the map H2(R) � ψ �→ (ω, θ, z) ∈ R× R×H2(R) is a C1 diffeomorphism.

Proof Let us rewrite the decomposition (4.4.40) in the form

z = eiθ (ψ − φ0) +
(
eiθφ0 − φ

)
. (4.4.45)

First, we show that the constraints (4.4.42) give unique values of (ω, θ) satisfying
bounds (4.4.44) provided that bound (4.4.43) holds. To do so, we rewrite (4.4.42)
and (4.4.45) as a fixed-point equation F(ω, θ) = 0, where F(ω, θ) : R

2 → R
2 is

given by

F(ω, θ) = F1(ω, θ) + F2(ω, θ),

with

F1(ω, θ) =

[
〈φ0 cos θ − φ, φ〉L2

〈φ0 sin θ, ∂ωφ〉L2

]
, F2(ω, θ) =

[
〈Re(ψ − φ0)eiθ, φ〉L2

〈Im(ψ − φ0)eiθ, ∂ωφ〉L2

]
.

We note that the map R
2 � (ω, θ) �→ F1 ∈ R

2 is C1 such that F1(ω0, 0) = 0 and

DF1(ω0, 0) =
[
〈−∂ωφ0, φ0〉L2 0

0 〈φ0, ∂ωφ0〉L2

]
.

On the other hand, there is C > 0 such that for all (ω, θ) ∈ R
2, we have

‖F2(ω, θ)‖ ≤ Cδ,
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thanks to the bound (4.4.43). Since 〈∂ωφ0, φ0〉L2 < 0, DF1(ω0, 0) is invertible. By
the Implicit Function Theorem, there exists a unique root of F(ω, θ) = 0 near (ω0, 0)
for any ψ satisfying (4.4.43) such that the first two bounds (4.4.44) are satisfied
and the map H2(R) � ψ �→ (ω, θ) ∈ R

2 is a C1 diffeomorphism thanks to the fact
that F is linear in ψ. Finally, a unique z and the third bound (4.4.44) follow from
the representation (4.4.45) and the triangle inequality.

Recall that there exists a T > 0 and a local solution

ψ(t) ∈ C([0, T ], H2(R)) ∩ C1([0, T ], L2(R))

to the Gross–Pitaevskii equation (4.4.39) (Section 1.3.1). Assuming that

(ω, θ) ∈ C1([0, T ],R2),

we define the time evolution of (ω, θ) from the symplectic projections (4.4.42) of the
evolution equation (4.4.41). The resulting system is written in the matrix–vector
form,

A(ω, z)
[

ω̇

θ̇ − ω

]
= g(ω, z), (4.4.46)

where

A(ω, z) =

[
〈∂ωφ, φ〉 − 〈Re(z), ∂ωφ〉L2 〈Im(z), φ〉L2

〈Im(z), ∂2
ωφ〉L2 〈(φ + Re(z)), ∂ωφ〉L2

]
and

g(ω, z) = −
[
〈Im(N(z)), φ〉L2

〈Re(N(z)), ∂ωφ〉L2

]
.

Using an elementary property for power functions, for all a, b ∈ C there is C > 0
such that∣∣|a + b|2p(a + b)− |a|2pa− (1 + p)|a|2pb− p|a|2p−2a2b̄

∣∣ ≤ C(|a|2p−1|b|2 + |b|2p+1).

As a result, there is C > 0 such that the vector fields of the evolution equations
(4.4.41) and (4.4.46) are bounded by

|N(z)| ≤ C
(
|φ2p−1z2|+ |z|2p+1

)
, (4.4.47)

‖g(ω, z)‖ ≤ C
(
‖φ2pz2‖L1 + ‖φz2p+1‖L1

)
. (4.4.48)

Similar to the proof of Lemma 4.25, it follows that if z is small in L2, then A(ω, z)
is invertible and there is C > 0 such that solutions of system (4.4.46) enjoy the
estimate

|ω̇|+ |θ̇ − ω| ≤ C
(
‖φ2pz2‖L1 + ‖φz2p+1‖L1

)
. (4.4.49)

The bound (4.4.49) shows that if δ > 0 is small and supt∈[0,T ] ‖z‖H2 ≤ Cδ for
some C > 0, then

|ω(t)− ω(0)| ≤ C(T )δ2,

∣∣∣∣θ(t)− ∫ t

0

ω(t′)dt′
∣∣∣∣ ≤ C(T )δ2, t ∈ [0, T ],
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for some C(T ) = O(T ) as T →∞. These bounds are smaller than bounds (4.4.44)
of Lemma 4.25 if T is finite. They become comparable with bounds (4.4.44) if
T = O(δ−1) as δ → 0. Our main task is to extend these bounds globally with
C(T ) = O(1) as T =∞.

By Theorem 4.15, the localized mode φ0 ∈ H1(R) is orbitally stable, hence a
trajectory of the Gross–Pitaevskii equation (4.4.39) originating from a point in a
local neighborhood of the localized mode φ0 remains in a local neighborhood of the
orbit e−iθφ0 for all t ∈ R+. To prove the main result on asymptotic stability, we
need to show that the trajectory approaches the orbit e−iθφ∞ as t→∞, where φω

corresponds to φ for the value ω = ω∞ in a local neighborhood of the value ω = ω0.
The following theorem gives asymptotic stability of the localized mode φ0.

Theorem 4.16 Assume that V (x) decays exponentially to zero as x→ ±∞ and
supports no end-point resonances at the continuous spectrum. Fix p ≥ 2, ω0 < 0,
and small δ > 0 such that θ(0) = 0, ω(0) = ω0, and

‖u0 − φ0‖H2 ≤ δ.

There exist ω∞ < 0 near ω0 < 0, (ω, θ) ∈ C1(R+,R
2), and

z(t) = eiθ(t)ψ(t)− φ(·;ω(t)) ∈ C(R+, H
2(R)) ∩ C1(R+, L

2(R)) ∩ L4(R+, L
∞(R))

such that ψ(t) solves the Gross–Pitaevskii equation (4.4.39) and

lim
t→∞

ω(t) = ω∞, lim
t→∞

‖ψ(·, t)− e−iθ(t)φ(·;ω(t))‖L∞ = 0.

In order to prove Theorem 4.16, we need dispersive decay estimates for the lin-
earized Gross–Pitaevskii equation (4.4.4). Pointwise decay estimates were obtained
by Buslaev & Perelman [25, 26] and the Strichartz estimates were considered by
Mizumachi [141] and Cuccagna [41].

Let P+ : L2 → L2 be the symplectically orthogonal projection to the invariant
subspace associated to the continuous spectrum of the linear problem (4.4.8) on
[c,∞). From Section 4.4.1, we have

∀u ∈ L2(R,C2) : (e−iHtP+u)(x) :=
∫
R

e−i(c+k2)tâ+(k)v(x, k)dk,

where â+(k) = J [u,v(·, k)] and

H =
[

0 L−
L+ 0

]
.

We need the following definition to set up the dispersive decay estimates.

Definition 4.10 We say that (r, s) is a Strichartz pair for the Gross–Pitaevskii
equation if 2 ≤ r, s ≤ ∞ and

4
r

+
2
s
≤ 1.

In particular, (r, s) = (4,∞) and (r, s) = (∞, 2) are end-point Strichartz pairs.
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The linearized evolution e−iHtP+u satisfies the pointwise dispersive decay esti-
mates [26], which are translated to the time-averaged dispersive decay estimates.
Let us define the function space Lp

tL
q
x for some p, q ≥ 2 by

‖f‖Lp
tL

q
x

=

(∫ T

0

‖f(·, t)‖p
Lq

x
dt

)1/p

, ‖f‖Lq
xL

p
t

=
(∫

R

‖f(x, ·)‖q
Lp

t
dx

)1/q

,

for any T > 0. The time-averaged dispersive decay estimates (or simply, Strichartz
estimates) are given by the following lemma [141, 41].

Lemma 4.26 Assume that V (x) decays exponentially to zero as x → ±∞ and
supports no end-point resonances at the continuous spectrum in the sense of Defi-
nition 4.9. There exists a constant C > 0 such that∥∥e−iHtP+f

∥∥
L4

tL
∞
x ∩L∞

t L2
x
≤ C‖f‖L2

x
, (4.4.50)∥∥∥∥∫ t

0

e−iH(t−s)P+g(s)ds
∥∥∥∥
L4

tL
∞
x ∩L∞

t L2
x

≤ C‖g‖
L

4/3
t L1

x+L1
tL

2
x
. (4.4.51)

To control the evolution of the varying parameters (ω, θ), additional time-
averaged estimates are needed in one dimension, because the time decay provided
by the end-point Strichartz estimates is not sufficient to guarantee the integrability
of ω̇(t) and θ̇(t) − ω(t). Unless ω̇ ∈ L1

t and θ̇ − ω ∈ L1
t , the arguments on the de-

cay of various norms of z satisfying the time evolution problem (4.4.41) cannot be
closed. The additional time-averaged estimates were obtained by Mizumachi [141]
and Cuccagna [41].

Lemma 4.27 Under the same assumptions on V , there exists a constant C > 0
such that

‖〈x〉−3/2e−iHtP+f‖L∞
x L2

t
≤ C‖f‖L2

x
, (4.4.52)∥∥∥∥〈x〉−3/2

∫ t

0

e−iH(t−s)P+g(s)ds
∥∥∥∥
L∞

x L2
t

≤ C‖g‖L1
tL

2
x
, (4.4.53)

‖∂xe−iHtP+f‖L∞
x L2

t
≤ C‖f‖

H
1/2
x

, (4.4.54)∥∥∥∥〈x〉−1

∫ t

0

e−iH(t−s)P+g(s)ds
∥∥∥∥
L∞

x L2
t

≤ C‖〈x〉g‖L1
xL

2
t
, (4.4.55)

∥∥∥∥∂x ∫ t

0

e−iH(t−s)P+g(s)ds
∥∥∥∥
L∞

x L2
t

≤ C‖g‖L1
xL

2
t
, (4.4.56)

∥∥∥∥∫ t

0

e−iH(t−s)P+g(s)ds
∥∥∥∥
L4

tL
∞
x ∩L∞

t L2
x

≤ C‖〈x〉5g‖L2
tL

2
x
, (4.4.57)

where 〈x〉 = (1 + x2)1/2.

Remark 4.10 Bound (4.4.53) is added to the list of useful bounds thanks to the
recent work [112] in the context of the discrete nonlinear Schrödinger equations.



286 Stability of localized modes

Using dispersive decay estimates of Lemmas 4.26 and 4.27, we can now prove
Theorem 4.16.

Proof of Theorem 4.16 Let z = (z, z̄) and write the evolution problem for z as

iσ3ż = Ĥωz− (θ̇ − ω)z + g1 + g2 + g3, (4.4.58)

where the new operator Ĥω = −∂2
x−ω+ V̂ω(x) contains the potential V̂ω(x) defined

by (4.4.13) (Section 4.4.1) and

g1 = −(θ̇ − ω)φ
[

1
1

]
, g2 = −iω̇∂ωφ

[
1
−1

]
, g3 = −

[
N(z)
N̄(z)

]
.

Since ω is time-dependent, the operator Ĥω is time-dependent too. However, by
Theorem 4.15, we know that ω(t) remains locally close to the initial value ω(0) = ω0

for all t ≥ 0. Therefore, we represent

Ĥω = Ĥ0 − (ω − ω0) + V̂ω(x)− V̂ω0(x),

where Ĥ0 is obtained from Ĥ after ω is replaced by ω0 and, for any ω near ω0 and
any r ≥ 0, there is Cr > 0 such that

‖〈x〉r(V̂ω − V̂ω0)‖L∞∩L1 ≤ Cr|ω − ω0|. (4.4.59)

Unlike the term θ̇−ω, the other term (ω−ω0) is not in L1 and it has no spatial
decay in x. It introduces rotations of the phase of z(t). Let us consider the linear
evolution problem {

iσ3ż(t) = Ĥ0z− (ω − ω0)z,
ż(0) = z0,

(4.4.60)

for z0 = (z0, z̄0) and z0 ∈ H2(R). If we denote

Ĥ(t) := e−iσ3
∫ t
0 [ω(t′)−ω0]dt′Ĥ0e

iσ3
∫ t
0 [ω(t′)−ω0]dt′ ,

then the solution of the linear evolution problem (4.4.60) is given by

z(t) = eiσ3
∫ t
0 [ω(t′)−ω0]dt′e−iσ3

∫ t
0 Ĥ(t′)dt′z0 ≡ e−iσ3Ĥtz0,

where the last notation is introduced to simplify the representation. Thanks to the
proximity of ω(t) to ω0 for all t ≥ 0, we can still use the dispersive decay estimates
of Lemmas 4.26 and 4.27 for the operator σ3Ĥ acting on the invariant subspace
of L2(R) associated to the continuous spectrum of σ3Ĥω for any t ≥ 0. Note that
the modulation equations (4.4.46) guarantee that the right-hand side of the time
evolution equation (4.4.58) belongs to the continuous spectrum of operator σ3Ĥω

for any t ≥ 0.
Let Pc(ω) be the orthogonal projection operator to the continuous spectrum of

σ3Ĥω for any t ≥ 0. By Duhamel’s principle, equation (4.4.58) can be written in
the integral form

z(t) = e−iσ3Ĥtz0 − i
∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3 (f1(s) + f2(s)) ds

− i
∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3 (g1(s) + g2(s) + g3(s)) ds, (4.4.61)
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where f1 = (V̂ω − V̂ω0)z and f2 = −(θ̇ − ω)z. We introduce the norms

M1 = ‖z‖L4
tL

∞
x
, M2 = ‖z‖L∞

t H1
x
, M3 = ‖〈x〉−3/2z‖L∞

x L2
t
,

M4 = ‖ω − ω0‖L∞
t
, M5 =

∥∥∥∥θ − ∫ t

0

ω(t′)dt′
∥∥∥∥
L∞

t

,

where the integration is performed on an interval [0, T ] for any T ∈ (0,∞). Our
goal is to show that ω̇, θ̇ − ω ∈ L1

t and there exists T -independent constant C > 0
such that

M1 + M2 ≤ C
(
‖z0‖H1

x
+ M2

1 + M2
3

)
, (4.4.62)

M3 ≤ C
(
‖z0‖H1

x
+ M2M3

)
, (4.4.63)

M4 + M5 ≤ CM2
3 , (4.4.64)

where only quadratic terms are shown on the right-hand sides.
The estimates (4.4.62)–(4.4.64) allow us to conclude, by elementary continuation

arguments, that

M1 + M2 + M3 ≤ C‖z0‖H1
x
≤ Cδ

and

‖ω − ω0‖L∞
t
≤ Cδ2,

∥∥∥∥θ − ∫ t

0

ω(t′)dt′
∥∥∥∥
L∞

t

≤ Cδ2,

for any T ∈ (0,∞). In particular, we have z(t) ∈ L4([0, T ], L∞(R)).
Let us consider now the continuity of the parameterization t→ [ω(t), θ(t), z(·, t)].

By Theorem 1.2 (Section 1.3.1), there exist T > 0 and a solution of the Gross–
Pitaevskii equation (4.4.39) such that

ψ(t) ∈ C([0, T ], H2(R)) ∩ C1([0, T ], L2(R)).

Hence, by the decomposition (4.4.40) we infer that z(t) ∈ L∞([0, T ], H2(R)). Once
that is established, we have by (4.4.46) that ω̇ and θ̇ − ω are locally bounded
functions, hence ω(t) and θ(t) are continuous on [0, T ]. A reexamination of the
decomposition (4.4.40) yields that z(t) is continuous on [0, T ] as well, which results
in ω(t), θ(t) ∈ C1([0, T ]) from system (4.4.46). Then, the decomposition (4.4.40)
implies that

z(t) ∈ C([0, T ], H2(R)) ∩ C1([0, T ], L2(R)).

Theorem 4.16 holds for T = ∞. In particular, since ω̇ ∈ L1
t and ‖ω − ω0‖L∞

t
≤

Cδ2, there exists ω∞ := limt→∞ ω(t) in a local neighborhood of point ω0 < 0. In
addition, since z(t) ∈ L4(R+, L

∞(R)) and z(t) ∈ C(R+, L
∞(R)), then

lim
t→∞

‖ψ(t)− e−iθ(t)φ(·;ω(t))‖L∞ = lim
t→∞

‖z(t)‖L∞ = 0.
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It remains to prove the bounds (4.4.62)–(4.4.64). By the bound (4.4.49) and
Sobolev’s embedding of H1(R) to L∞(R), for any p > 1

2 , we have∫ T

0

|ω̇|dt ≤ C
(
‖〈x〉3φ2p−1‖L1

xL
∞
t
‖〈x〉−3/2z‖2L∞

x L2
t

+ ‖〈x〉3φ‖L1
xL

∞
t
‖z‖2p−1

L∞
x L∞

t
‖〈x〉−3/2z‖2L∞

x L2
t

)
≤ C

(
M2

3 + M2p−1
2 M2

3

)
,

where we have used the fact that φ(x) decays exponentially to zero as |x| → ∞ for
any ω < 0. We shall only keep the quadratic terms in M1,2,3,4,5 on the right-hand
sides of the bounds. As a result, we obtain

M4 ≤
∫ T

0

|ω̇|dt ≤ CM2
3 ,

and, similarly,

M5 ≤
∫ T

0

|θ̇ − ω|dt ≤ CM2
3 ,

which give the bound (4.4.64). Note that using a similar computation, we also
obtain

‖ω̇‖L∞
t

+ ‖θ̇ − ω‖L∞
t
≤ C

(
‖φ2p−1‖L∞

t L1
x
‖z‖2L∞

t L∞
x

+ ‖φ‖L∞
t L1

x
‖z‖2p+1

L∞
t L∞

x

)
≤ CM2

2 .

To estimate M3, we use the bound (4.4.52) for the first term of the integral
equation (4.4.61),

‖〈x〉−3/2e−iσ3Ĥtz0‖L∞
x L2

t
≤ C‖z0‖L2

x
.

Since ω̇, θ̇− ω ∈ L1
t ∩L∞

t , we treat the terms of the integral equation (4.4.61) with
g1 and g2 similarly. Using the bound (4.4.55), we obtain

‖〈x〉−3/2

∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3g2(s)ds‖L∞
x L2

t
≤ C‖〈x〉g2‖L1

xL
2
t

≤ C‖ω̇‖L2
t
‖〈x〉∂ωφ‖L1

xL
∞
t
≤ C‖ω̇‖1/2L∞

t
‖ω̇‖1/2

L1
t
≤ CM2M3.

For g3, we use the bounds (4.4.47), (4.4.53), and (4.4.55) to obtain

‖〈x〉−3/2

∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3g3(s)ds‖L∞
x L2

t

≤ C(‖〈x〉φ2p−1z2‖L1
xL

2
t
+ ‖z2p+1‖L1

tL
2
x
)

≤ C

(
‖〈x〉−3/2z‖L∞

x L2
t
‖z‖L∞

t L∞
x
‖〈x〉5/2φ2p−1‖L∞

t L1
x

+ ‖z‖2p+1

L2p+1
t L

2(2p+1)
x

)
≤ C

(
M2M3 + ‖z‖2p+1

L2p+1
t L

2(2p+1)
x

)
.
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To deal with the last term, we note that, if p ≥ 2, then (r, s) = ((2p+1), 2(2p+1))
is the Strichartz pair in the sense of Definition 4.10. In particular, they satisfy

4
2p + 1

+
2

2(2p + 1)
≤ 1.

As a result, we obtain

‖z‖
L2p+1

t L
2(2p+1)
x

≤ C
(
‖z‖L4

tL
∞
x

+ ‖z‖L∞
t L2

x

)
= C(M1 + M2).

For the linear terms, we use the bound (4.4.59) and the previous estimates to obtain

‖〈x〉−3/2

∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3 (f1(s) + f2(s)) ds‖L∞
x L2

t

≤ C
(
‖θ̇ − ω‖L1

t
‖z‖L∞

t L2
x

+ ‖〈x〉5/2(V̂ω − V̂ω0)‖L1
xL

∞
t
‖〈x〉−3/2z‖L∞

x L2
t

)
≤ C(M2 + M3)M2

3 .

Combining all these bounds together, we obtain the bound (4.4.63), where only
quadratic terms are written on the right-hand side.

To estimate M1 and M2, we use the bound (4.4.50) for the first term of the
integral equation (4.4.61),

‖e−iσ3Ĥtz0‖L4
tL

∞
x ∩L∞

t L2
x
≤ C‖z0‖L2

x
.

For the nonlinear terms involving g1,2, we use the bound (4.4.51) and obtain∥∥∥∥∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3g2(s)ds
∥∥∥∥
L4

tL
∞
x ∩L∞

t L2
x

≤ C‖g2‖L1
tL

2
x
≤ C‖ω̇‖L1

t
‖∂ωφ‖L∞

t L2
x
≤ CM2

3 .

For the nonlinear term involving g3, we use bounds (4.4.51) and (4.4.57) to obtain∥∥∥∥∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3g3(s)ds
∥∥∥∥
L4

tL
∞
x ∩L∞

t L2
x

≤ C‖〈x〉5φ2p−1z2‖L2
tL

2
x

+ C‖z2p+1‖L1
tL

2
x
.

The last two terms are estimated by

‖〈x〉5φ2p−1z2‖L2
tL

2
x
≤ ‖z‖2L4

tL
∞
x
‖〈x〉5φ2p−1‖L∞

t L2
x
≤ CM2

1

and

‖z2p+1‖L1
tL

2
x
≤ C‖z‖2p+1

L2p+1
t L

2(2p+1)
x

≤ C(M1 + M2)2p+1,

where p ≥ 2 is used again. For the linear terms, we use the bound (4.4.59) and the
previous estimates to obtain∥∥∥∥∫ t

0

e−iσ3Ĥ(t−s)Pc(ω)σ3 (f1(s) + f2(s)) ds
∥∥∥∥
L4

tL
∞
x ∩L∞

t L2
x

≤ C
(
‖θ̇ − ω‖L1

t
‖z‖L∞

t L2
x

+ ‖〈x〉5+3/2(V̂ω − V̂ω0)‖L2
xL

∞
t
‖〈x〉−3/2z‖L∞

x L2
t

)
≤ C(M2 + M3)M2

3 .
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We also need estimates on the time evolution of ‖∂xz‖L∞
t L2

x
, which are obtained

with the use of the bounds (4.4.54) and (4.4.56) [41, 141]. Combining all elements
together, this construction completes the proof of the bound (4.4.62) and hence the
proof of Theorem 4.16. �

Recent works by Cuccagna & Tarulli [44] and Kevrekidis et al. [112] extended the
proof of the asymptotic stability to the localized modes of the discrete nonlinear
Schrödinger equation with power nonlinearity. The asymptotic stability of the stable
localized modes in the DNLS equation holds for the powers p ≥ 3 because of the
slower dispersive decay estimates.



5

Traveling localized modes in lattices

Once we accept our limits, we go beyond them.
– Albert Einstein.

There is a point where in the mystery of existence contradictions meet; where movement is
not all movement and stillness is not all stillness; where the idea and the form, the within
and the without, are united; where infinite becomes finite, yet not.
– Rabindranath Tagore.

If we try titles like “mobility of breathers” or “moving solitons in lattices” on
the Internet, the outcome will include a good hundred physics publications in the
last twenty years. It is then surprising to hear from the author of this book that
no traveling localized modes in lattices generally exist, except for some non-generic
configurations of the discrete nonlinear Schrödinger equation in the space of one
dimension. This chapter is written to elaborate this provocative point in relevant
mathematical details.

It is true that traveling localized modes in nonlinear evolution equations with
constant coefficients such as the nonlinear Schrödinger and nonlinear Dirac equa-
tions can often be found from stationary localized modes by means of the Lorentz
transformation (Section 1.2.1). The periodic potentials break, however, the contin-
uous translational invariance of the nonlinear evolution equations and destroy the
existence of the Lorentz transformation.

To illustrate this point, we consider the cubic nonlinear Schrödinger equation,

iut + uxx + |u|2u = 0, x ∈ R, t ∈ R,

which has the family of traveling solitons,

u(x, t) =
√

2|ω| sech
[√
|ω|(x− 2ct− s)

]
eic(x−ct)−iωt+iθ,

with arbitrary parameters ω < 0 and (c, s, θ) ∈ R
3. However, the Gross–Pitaevskii

equation,

iut = −uxx + V (x)u− |u|2u, x ∈ R, t ∈ R,

with a nonzero bounded periodic potential V (x), only has stationary localized
modes (Section 3.1),

u(x, t) = φ(x)e−iωt+iθ,

with arbitrary parameters ω < ω0 and θ ∈ R, where ω0 := inf σ(L) and L =
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−∂2
x + V (x). Moreover, these localized modes are centered at a countable discrete

set of positions {sn}n∈Z on R. No traveling localized modes with a nonzero wave
speed generally exist in the Gross–Pitaevskii equation since the time and space
variables are not separable for traveling solutions.

If this result is so negative and there is no hope of finding traveling localized
modes in periodic potentials, what “moving breathers” are physicists talking about?
At a rough interpretation, they are talking about nonlinear evolution equations with
specially fabricated periodic potentials where localized modes propagate “easier”
than in other potentials. For instance, some authors are happy with observations of
moving localized modes with weakly decreasing amplitudes on a length of finitely
many periods.

The language above is not acceptable for a book in applied mathematics. The
author (and hopefully, the readers) will not be satisfied to rely upon visual observa-
tions of numerical or laboratory experiments. Therefore, we shall look for methods
of dynamical system theory to analyze the existence of traveling localized modes in
periodic potentials or lattices. Only if we can prove the existence of traveling and
localized solutions in the original nonlinear evolution equations, can we conclude
that the traveling localized modes exist.

From a qualitative point of view, it is intuitively clear why steady propagation
of localized modes is impossible in periodic potentials. Stationary localized modes
do not exist for all positions s ∈ R and, therefore, when we look for a traveling
solution in the form u(x, t) = φ(x− ct)e−iωt, the localized mode φ(x) is assumed to
be translated along non-existing stationary solutions. Each “translation” induces
the dispersive radiation that detaches from a localized mode and results in its
(slow or fast) decay. Even if we cook up an integrable model with the periodic
potential where stationary modes may exist for all positions s ∈ R (Section 3.3.1),
propagation of the localized mode still induces the dispersive radiation.

The qualitative picture above can be formalized, and the simplest formalism
arises in the framework of the discrete nonlinear Schrödinger (DNLS) equation
(justified in Section 2.4). Although some details of the dynamics of the radiation-
induced decay of localized modes in periodic potentials are not present in the DNLS
equation, the existence of stationary localized modes and non-existence of traveling
localized modes are captured well by the reduced model. Therefore, in the main part
of this chapter, we shall deal with the discrete counterpart of the Gross–Pitaevskii
equation,

iu̇n +
un+1 − 2un + un−1

h2
+ f(un−1, un, un+1) = 0, n ∈ Z, t ∈ R,

where h is the parameter for lattice spacing, and f(un−1, un, un+1) : C
3 → C is a

non-analytic nonlinear function. This equation is termed as the generalized DNLS
equation.

On the one hand, the generalized DNLS equation is a spatial discretization of
the nonlinear Schrödinger equation, where the second-order partial derivative is
replaced with the second-order central difference on the grid {xn = nh}n∈Z and the
nonlinearity f(un−1, un, un+1) incorporates the effects of on-site and neighbor-site
couplings. On the other hand, this model is important on its own for modeling
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of various physical problems although the justification of this model in the semi-
classical limit is shown to be impossible in the Gross–Pitaevskii equation with
periodic linear and nonlinear coefficients [18].

The nonlinear function f(un−1, un, un+1) may take various forms that include
the Salerno model [177],

f = 2(1− α) |un|2 un + α |un|2 (un+1 + un−1), α ∈ R,

which interpolates between the cubic DNLS equation at α = 0 and the integrable
Ablowitz–Ladik (AL) lattice at α = 1. Generally, we can look for a class of nonlinear
functions f(un−1, un, un+1) satisfying the following properties:

(P1) (gauge covariance) f(eiαv, eiαu, eiαw) = eiαf(v, u, w), α ∈ R,
(P2) (symmetry) f(v, u, w) = f(w, u, v),
(P3) (reversibility) f(v, u, w) = f(v̄, ū, w̄).

These properties originate from applications of the generalized DNLS equation
to the modeling of the envelope of modulated nonlinear dispersive waves in a non-
dissipative isotropic system. If, in addition, f(un−1, un, un+1) is a homogeneous cu-
bic polynomial in variables (un−1, un, un+1), then the nonlinear function is uniquely
represented by the polynomial

f = α1|un|2un + α2|un|2(un+1 + un−1) + α3u
2
n(ūn+1 + ūn−1)

+α4(|un+1|2 + |un−1|2)un + α5(ūn+1un−1 + un+1ūn−1)un

+α6(u2
n+1 + u2

n−1)ūn + α7un+1un−1ūn + α8(|un+1|2un+1 + |un−1|2un−1)

+α9(u2
n+1ūn−1 + u2

n−1ūn+1) + α10(|un+1|2un−1 + |un−1|2un+1),

where (α1, ..., α10) ∈ R
10 are arbitrary parameters. Stationary solutions of the gen-

eralized DNLS equation are defined by

un(t) = φne
−iωt+iθ,

with two parameters (ω, θ) ∈ R
2, whereas traveling solutions are defined by

un(t) = φ(hn− 2ct− s)e−iωt+iθ,

with four parameters (ω, c, θ, s) ∈ R
4. Since n ∈ Z is a discrete variable, the ex-

istence of traveling solutions imposes a constraint on the dynamics of amplitudes
{un(t)}n∈Z, in particular,

un+1(t) = un(t− τ)e−iα, n ∈ Z, t ∈ R,

where τ = h/(2c) and α = ωh/(2c). In both cases of stationary and traveling
solutions, we will only be interested in the existence of a fundamental (single-pulse)
localized mode {φn}n∈Z and φ(z) on R, which corresponds to the sech solitons of
the continuous NLS equation.

Although the separation of variables seems to be straightforward both for sta-
tionary and traveling solutions, we will see that there are serious obstacles that
prevent the existence of traveling localized modes in the generalized DNLS equa-
tion. These obstacles are related to the previous discussion that traveling localized
modes in periodic potentials induce radiation and decay.
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Besides the homogeneous cubic polynomials for f(un−1, un, un+1), other non-
linear functions were also considered recently, including the DNLS equation with
a saturable nonlinearity [139] and the cubic–quintic DNLS equation [29]. These
DNLS equations share the same properties with the generalized DNLS equation
in the sense that the traveling localized modes may only occur as a result of the
codimension-one bifurcation.

Before drilling into details, we should add a disclaimer that traveling localized
modes in lattices are known in many other models, where no obstacles on the ex-
istence of these solutions arise. For instance, traveling localized modes exist gener-
ically in the Fermi–Pasta–Ulam lattices, which can be regarded as the spatial dis-
cretization of the Korteweg–de Vries and Boussinesq equations [60]. Similarly, trav-
eling periodic waves can be found with both variational [147] and topological [56]
methods in a large number of lattice models including the DNLS equations. Still the
same problem of non-existence of traveling kinks or traveling time-periodic space-
localized breathers are common for the Klein–Gordon lattices [95, 96, 97, 146].

5.1 Differential advance–delay operators

We shall first analyze the linear differential advance–delay operators. Properties
of an associated linear operator are again the keys to understanding the nonlinear
analysis of localized modes in the nonlinear differential advance–delay
equations.

5.1.1 Asymptotically hyperbolic operators

Consider an abstract differential advance–delay operator,

(LU)(Z) = −2c
dU

dZ
+ V0(Z)U(Z)

+(1 + V+(Z))U(Z + 1) + (1 + V−(Z))U(Z − 1),

and assume that V0(Z), V±(Z) : R→ R are bounded functions that decay exponen-
tially to zero as |Z| → ∞. Operator L maps continuously H1(R) to L2(R) for any
c �= 0. Related to the inner product in L2(R), the adjoint operator L∗ is written in
the form

(L∗U)(Z) = 2c
dU

dZ
+ V0(Z)U(Z)

+ (1 + V+(Z − 1))U(Z − 1) + (1 + V−(Z + 1))U(Z + 1).

Let L0 denote the constant-coefficient part of L,

(L0U)(Z) = −2c
dU

dZ
+ U(Z + 1) + U(Z − 1).

Using the Fourier transform, we obtain for any c ∈ R that the spectrum of L0 is
purely continuous and located at

σ(L0) = {λ ∈ C : λ = λ0(k) := −2ick + 2 cos(k), k ∈ R} . (5.1.1)
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Figure 5.1 Top: the spectrum of L0 for c = 1. The dot shows the position of
λ = 0. Bottom: roots κ of D(κ; c) = 0 for c = 1.

Figure 5.1 (top) shows the spectrum of L0. If c �= 0, the location of σ(L0) is
bounded away from λ = 0. Solutions of the homogeneous equation L0U = 0 are
given by a linear superposition of U(Z) = eκZ , where κ solves the characteristic
equation in the form

D(κ; c) := −2cκ + 2 cosh(κ) = 0. (5.1.2)

Because D(κ; c) is analytic in κ, roots κ of D(κ; c) = 0 are all isolated and of fi-
nite multiplicities. Figure 5.1 (bottom) shows the location of roots κ of D(κ; c) =
0. There are infinitely many roots which diverge to infinity in the complex κ

plane.
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Because the location of σ(L0) is bounded away from λ = 0 for c �= 0, roots κ

of D(κ; c) = 0 are bounded away from the imaginary axis Re(κ) = 0. We say that
L0 is a hyperbolic operator and L is an asymptotically hyperbolic operator if the
roots κ of D(κ; c) = 0 are bounded away from Re(κ) = 0. Under this condition, the
Fredholm Alternative Theorem for differential advance–delay operators is proved
by Mallet-Paret [138] (Theorems A, B, and C).

Theorem 5.1 Assume that c �= 0 and L is an asymptotically hyperbolic operator
with the exponential decay of V0(Z) and V±(Z) to zero as |Z| → ∞. Operator
L : H1(R)→ L2(R) is a Fredholm operator with property

dim (Ker(L∗)) = codim (Ran(L)) , dim (Ker(L)) = codim (Ran(L∗)) .

The Fredholm index is

ind(L) := dim (Ker(L))− dim (Ker(L∗)) = −ind(L∗).

If L→ L0 as Z → ±∞, then ind(L) = 0.

The spectrum of the Fredholm operator L with c �= 0 can be divided into the
two disjoint sets: isolated eigenvalues and the continuous spectrum with embedded
eigenvalues. Thanks to the exponential decay of V0(Z) and V±(Z) to zero as Z →
±∞, the Weyl Theorem (Appendix B.15) implies that the continuous spectrum
of L coincides with σ(L0) shown in the top panel of Figure 5.1. Regarding the
isolated and embedded eigenvalues, the following lemma shows that if there is one
eigenvalue, then there are infinitely many eigenvalues of L.

Lemma 5.1 Assume that there exists an eigenvalue–eigenvector pair

(λ0, u0) ∈ C× L2(R)

of Lu = λu. For any c �= 0, there is an infinite set of eigenvalue–eigenvector pairs
of Lu = λu,

λm = λ0 + 4πmci, um(Z) = u0(Z)e−2πmiZ , m ∈ Z.

Proof The proof follows by direct substitution with the use of e2πni = 1 for all
n ∈ Z.

Lemma 5.1 shows that the differential advance–delay operators with exponen-
tially decaying potentials are more complicated than differential operators (Section
4.1). In particular, the limit c→ 0 is singular because every (isolated or embedded)
eigenvalue of the advance–delay operator has an infinite multiplicity. The advance–
delay operator L with c = 0 is no longer a Fredholm operator.

5.1.2 Non-hyperbolic operators

Consider an abstract differential advance–delay operator

(LU)(Z) = −2c
dU

dZ
+ V0(Z)U(Z)

+ (1 + V+(Z))U(Z + 1)− (1 + V−(Z))U(Z − 1),
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and assume again that V0(Z), V±(Z) : R → R are bounded functions that decay
exponentially to zero as |Z| → ∞. The adjoint operator L∗ is now

L∗U = 2c
dU

dZ
+ V0(Z)U(Z)

+ (1 + V+(Z − 1))U(Z − 1)− (1 + V−(Z + 1))U(Z + 1).

Let L0 denote the constant-coefficient part of L,

L0U = −2c
dU

dZ
+ U(Z + 1)− U(Z − 1).

Using the Fourier transform again, we obtain for any c ∈ R that the spectrum of
L0 is purely continuous and located at

σ(L0) = {λ ∈ C : λ = λ0(k) := 2i [sin(k)− ck] , k ∈ R} . (5.1.3)

If c �= 0, the spectrum of L0 covers iR. If |c| > 1, then λ0(k) : R→ iR is one-to-one
and onto.

Thanks to the exponential decay of V0(Z) and V±(Z) to zero as Z → ±∞,
the Weyl Theorem (Appendix B.15) implies that the continuous spectrum of L

coincides with σ(L0). There exist typically embedded eigenvalues of L, because the
translational symmetry of the differential advance–delay equation implies that L

has zero eigenvalue. By Lemma 5.1, if λ = 0 is an eigenvalue with an eigenvector
u0(Z), then λ = 4πcmi is another eigenvalue with an eigenvector u0(Z)e−2πmiZ

for any m ∈ Z. Therefore, there are infinitely many embedded eigenvalues of L if
0 ∈ σ(L).

Exercise 5.1 Show that if λ = 0 is a double eigenvalue with an eigenfunction
u0(Z) and a generalized eigenfunction u1(Z) in the sense of

Lu0 = 0, Lu1 = u0,

then λ = 4πcmi is also a double eigenvalue for any m ∈ Z.

To separate embedded eigenvalues of L and the continuous spectrum L, we use
the technique of exponential weighted spaces,

L2
μ(R) =

{
U ∈ L2

loc(R) : eμZU(Z) ∈ L2(R)
}
, μ > 0. (5.1.4)

The adjoint space is L2
−μ(R). Similarly, we introduce the weighted H1 spaces, H1

μ(R)
and H1

−μ(R).
Under the transformation (5.1.4), operator L in L2

μ(R) is equivalent to operator
Lμ = eμZLe−μZ in L2(R), whereas L∗ in L2

−μ(R) is equivalent to L∗
−μ = e−μZL∗eμZ

in L2(R).

Lemma 5.2 Fix c > 1. There exists μ0 > 0 such that the continuous spectrum of
Lμ and L∗

−μ for 0 < μ < μ0 is located along a curve contained within the strip

D = {λ ∈ C : λ− < Re(λ) < λ+} ,

for some 0 < λ− < λ+.
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Proof Thanks to the exponential decay of V0(Z) and V±(Z), there exists μ1 > 0
such that the potential terms in operator Lμ for |μ| < μ1 decay exponentially to
zero as |Z| → ∞. As a result, the continuous spectrum σc(Lμ) coincides with that
of eμZL0e

−μZ . Therefore, it is located at

σc(Lμ) = {λ ∈ C : λ = λμ(k), k ∈ R} , (5.1.5)

where

λμ(k) = λ0(k + iμ) = 2 [μc− sinh(μ) cos(k)] + 2i [cosh(μ) sin(k)− kc] .

In particular, if c > 1, then Reλμ(k) > 0 for 0 < μ < μ2 and d
dk Imλμ(k) < 0 if

|μ| < μ3, where μ2 is the root of sinh(μ)/μ = c and μ3 = cosh−1(c). Therefore, if
0 < μ < μ0 := min{μ1, μ2, μ3}, the continuous spectrum of Lμ is a one-to-one map
from k ∈ R to λ ∈ C, where λ oscillates in the strip D, where

λ± = 2μ
[
c± sinh(μ)

μ

]
> 0.

The continuous spectrum of L∗
−μ is located along the curve determined by

λ = −λ0(k − iμ) = λμ(−k) = λ̄μ(k), k ∈ R.

This curve on the λ plane is the same as λ = λμ(k) but it is traversed in the reverse
direction as k increases.

Using Lemma 5.2, we introduce eigenfunctions of the continuous spectrum of L
and add an assumption that, besides the sequence of double eigenvalues {4πmci}m∈Z,
no other eigenvalues exist near the imaginary axis of λ.

Definition 5.1 Fix c > 1 and μ ∈ (0, μ0). Let Uμ(Z; k) and Wμ(Z; k) be eigen-
functions of the continuous spectrum of Lμ and L∗

−μ,

LUμ(Z; k) = λμ(k)Uμ(Z; k), L∗Wμ(Z; k) = λ̄μ(k)Wμ(Z; k), (5.1.6)

subject to the boundary conditions

lim
Z→∞

e−ikZ+μZUμ(Z; k) = 1, lim
Z→∞

e−ikZ−μZWμ(Z; k) = 1. (5.1.7)

Let {aμ(k), bμ(k)} be the scattering coefficients defined by the boundary conditions

lim
Z→−∞

e−ikZ+μZUμ(Z; k) = aμ(k), lim
Z→−∞

e−ikZ−μZWμ(Z; k) = bμ(k), (5.1.8)

assuming that the limits exist.

Assumption 5.1 There exist constants Λ− < 0 < Λ+ such that no eigenvalues
of L with eigenfunctions in H1

μ(R) for any |μ| < μ0 exist for any λ ∈ (Λ−,Λ+),
except for the set of double eigenvalues {4πmci}m∈Z. Furthermore, assume that
there exists u0, u1 ∈ H1

μ(R) for any |μ| < μ0 such that

Lu0 = 0, Lu1 = u0,

and there exists no u2 ∈ H1
μ(R) such that Lu2 = u1.

The following lemma describes properties of the eigenfunctions of the continuous
spectrum of L under Assumption 5.1.
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Lemma 5.3 Under Assumption 5.1, the set of eigenfunctions Uμ(Z; k) and
Wμ(Z; k) in Definition 5.1 satisfies the orthogonality relation∫

R

Uμ(Z; k)W̄μ(Z; k′)dZ =
4πc

c− cosh(μ) cos(k)
δ(k′ − k), k, k′ ∈ R. (5.1.9)

In addition, b̄μ(k) = 1/aμ(k) for all k ∈ R.

Proof Let us consider the homogeneous equations (5.1.6) for k ∈ R. Integrating

W̄μ(Z; k′)LUμ(Z; k)− Uμ(Z; k)L∗W̄μ(Z; k′) (5.1.10)

for all Z ∈ [−L,L] and extending the limit L→∞, we obtain that∫
R

Uμ(Z; k)W̄μ(Z; k′)dZ

= −2c
(

lim
L→∞

W̄μ(L; k′)Uμ(L; k)
λμ(k)− λμ(k′)

− lim
L→−∞

W̄μ(L; k′)Uμ(L; k)
λμ(k)− λμ(k′)

)
.

Using the asymptotic representations (5.1.7) and (5.1.8) for the eigenfunctions
Uμ(Z; k) and W̄μ(Z; k′) as |Z| → ∞ and the property of the Dirac delta function,

lim
L→±∞

ei(k−k′)L

i(k − k′)
= ±πδ(k − k′), (5.1.11)

we obtain the orthogonality relation∫
R

Uμ(Z; k)W̄μ(Z; k′)dZ =
2πc

[
1 + aμ(k)b̄μ(k)

]
c− cosh(μ) cos(k)

, k, k′ ∈ R. (5.1.12)

Let us now consider equation (5.1.10) with k = k′ ∈ R. Using the same integration
on Z ∈ [−L,L] and extending the limit L→∞, we obtain that

2c
[
aμ(k)b̄μ(k)− 1

]
= 0, k ∈ R.

Therefore, b̄μ(k) = 1/aμ(k) and the orthogonality relation (5.1.9) follows from
(5.1.12).

Lemma 5.4 Under Assumption 5.1, there exist w0, w1 ∈ H1
−μ(R) for μ ∈ (0, μ0)

such that

L∗w0 = 0, L∗w1 = w0.

Proof Since the differential operator Lμ = eμZLe−μZ is a Fredholm operator of
zero index for μ ∈ (0, μ0), Theorem 5.1 states that the adjoint operator L∗

−μ =
e−μZL∗eμZ has a one-dimensional geometric kernel and a two-dimensional gener-
alized kernel for the same value of μ ∈ (0, μ0).

Assumption 5.2 Eigenfunctions {Uμ(Z; k),Wμ(Z; k)} and scattering coefficients
{aμ(k), bμ(k)} in Definition 5.1 are bounded for all k ∈ R in the limit μ ↓ 0.

The following theorem gives the main result for analysis of bifurcations of trav-
eling localized modes.
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Theorem 5.2 Let F ∈ L2
μ(R) with |μ| < μ0 for some μ0 > 0. Under Assumptions

5.1 and 5.2, there exists a solution U ∈ H1
μ(R) with μ ∈ (0, μ0) of the linear

inhomogeneous equation LU = F if and only if∫
R

w0(Z)F (Z)dZ = 0. (5.1.13)

Moreover, U ∈ H1(R) if and only if F satisfies both (5.1.13) and∫
R

W0(Z; 0)F (Z)dZ = 0. (5.1.14)

Proof The first constraint (5.1.13) follows by the Fredholm Alternative Theorem
(Appendix B.4), since the zero eigenvalue of Lμ is isolated from the continuous spec-
trum of Lμ if μ ∈ (0, μ0). Under Assumption 5.1, the spectrum of Lμ for μ ∈ (0, μ0)
consists of the continuous spectrum, the set of double eigenvalues {4πmci}m∈Z, and
the other isolated eigenvalues outside the strip Λ− < λ < Λ+.

Assume that the condition (5.1.13) is satisfied. Thanks to Lemma 5.3, we repre-
sent the solution U ∈ H1

μ(R) of LU = F for μ ∈ (0, μ0) by the generalized Fourier
transform

U(Z) =
∫
R

Bμ(k)Uμ(Z; k)dk + A0u0(Z) + A1u1(Z) +
∑

λj∈σd(Lμ)\{0}
Ajuj(Z),

(5.1.15)
where A0 ∈ R is arbitrary,

Bμ(k) =
c− cosh(μ) cos(k)

4πcλμ(k)
〈Wμ(·; k), F 〉L2 , A1 =

〈w1, F 〉L2

〈w1, u0〉L2
,

and Aj for λj ∈ σd(Lμ)\{0} are projections to the eigenfunctions for nonzero
eigenvalues of Lμ. We note that the location of these eigenvalues λj is not affected
by the weight parameter μ for small 0 < μ < μ0 thanks to the fast decay of
eigenfunctions.

Under Assumption 5.2, the functions Bμ(k)λμ(k) and Uμ(Z; k) in the represen-
tation (5.1.15) are bounded in k ∈ R as μ ↓ 0. The integrand of (5.1.15) for μ = 0
has only one singularity at k = 0 from the simple zero of λ0(k) at k = 0 and this
singularity is a simple pole. The integral can be split into two parts:

lim
μ↓0

∫
R

Bμ(k)Uμ(Z; k)dk = πi Res [B0(k)U0(Z; k), k = 0]

+ lim
ε↓0

(∫ −ε

−∞
+
∫ ∞

ε

)
B0(k)U0(Z; k)dk

= − 1
8c
〈W0(·; 0), F 〉L2U0(Z; 0) + p.v.

∫
R

B0(k)U0(Z; k)dk,

where p.v. denotes the principal value of singular integrals with a simple pole.
Thanks to the linear growth of λ0(k) in k as |k| → ∞, the second term is in

H1(R) if F ∈ L2(R). Since the first term is bounded but non-decaying and all other
eigenfunctions u0(Z), u1(Z), and uj(Z) are in H1(R), it is clear that U ∈ H1(R) if
and only if 〈W0(·; 0), F 〉L2 = 0, which yields the condition (5.1.14).



5.2 Integrable discretizations for stationary localized modes 301

5.2 Integrable discretizations for stationary localized modes

Direct substitution of

un(t) = φne
−iωt+iθ, n ∈ Z, t ∈ R, (5.2.1)

into the generalized DNLS equation,

iu̇n +
un+1 − 2un + un−1

h2
+ f(un−1, un, un+1) = 0, n ∈ Z, t ∈ R, (5.2.2)

results in the second-order difference equation,

φn+1 − 2φn + φn−1

h2
+ ωφn + f(φn−1, φn, φn+1) = 0, n ∈ Z. (5.2.3)

When f = φ2p+1
n , two fundamental solutions of the second-order difference equa-

tion (5.2.3) exist for p > 0 (Section 3.3.3): one localized mode is symmetric about a
selected lattice node and the other one is symmetric about a midpoint between two
adjacent nodes. The first solution is referred to as the on-site or site-symmetric
soliton and the other one is referred to as the inter-site or bond-symmetric soliton.

We shall find the conditions on f(un−1, un, un+1) under which the two localized
modes of the second-order difference equation (5.2.3) can be interpolated into a
continuous family of localized modes,

φn = φ(hn− s), n ∈ Z, (5.2.4)

where s ∈ R is an arbitrary parameter and φ(z) : R → R is a continuous single-
humped function with the exponential decay to zero at infinity as |z| → ∞. If φ(z)
is an even function, the on-site and inter-site localized modes correspond to the
values s = 0 and s = h

2 of the continuous family (5.2.4). This solution is often re-
ferred to as the translationally invariant family of localized modes. The existence of
the continuous family (5.2.4) is non-generic for nonlinear lattices because the latter
have no continuous translational invariance. In the situations when the DNLS equa-
tion (5.2.2) admits a conserved Hamilton function, the existence of translationally
invariant localized modes implies vanishing of the Peierls–Nabarro barrier, which
is defined as a difference between the energies of the on-site and inter-site solitons.

Exercise 5.2 Show that the stationary localized modes of the cubic DNLS equa-
tion,

φn+1 − 2φn + φn−1

h2
+ ωφn + |φn|2φn = 0, n ∈ Z,

can be obtained by the first variation of the energy,

Eω(u) =
∑
n∈Z

(
|un+1 − un|2

h2
− 1

2
|un|4 − ω|un|2

)
.

Prove that if the translationally invariant family (5.2.4) of localized modes exists,
then Eω(φ) is independent of s ∈ R, so that

ΔE := Eω(φ(hn))− Eω(φ(hn− h/2)) = 0.
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Remark 5.1 The converse statement to Exercise 5.2 is not true. That is, the zero
Peierls–Nabarro barrier ΔE = 0 does not imply the existence of the translationally
invariant family (5.2.4) of localized modes.

To find the nonlinear function f(un−1, un, un+1) supporting the existence of
translationally invariant localized modes, we shall look for conditions which give
integrability of the second-order difference equation (5.2.3) and the conservation in
n ∈ Z of the first-order invariant

E =
1
h2
|φn+1 − φn|2 +

1
2
ω
(
φnφ̄n+1 + φ̄nφn+1

)
+ g(φn, φn+1), n ∈ Z, (5.2.5)

where E is constant and g(φn, φn+1) : C
2 → R is a non-analytic function with the

properties

(S1) (gauge invariance) g(eiαu, eiαw) = g(u,w), α ∈ R,
(S2) (symmetry) g(u,w) = g(w, u),
(S3) (reversibility) g(u,w) = g(ū, w̄).

The most general homogeneous quartic polynomial g(φn, φn+1) that satisfies prop-
erties (S1)–(S3) is

g = α̃1(|φn|2 + |φn+1|2)(φ̄n+1φn + φn+1φ̄n) + α̃2|φn|2|φn+1|2

+ α̃3(φ2
nφ̄

2
n+1 + φ̄2

nφ
2
n+1) + α̃4(|φn|4 + |φn+1|4),

where (α̃1, ..., α̃4) ∈ R
4 are arbitrary parameters.

The idea behind the search for the conserved quantity E in the form (5.2.5)
comes from the continuous limit h → 0 when the second-order difference equation
(5.2.3) with a cubic polynomial f(φn−1, φn, φn+1) can be reduced to the second-
order differential equation

φ′′(x) + ωφ(x) + 2|φ(x)|2φ(x) = 0, x ∈ R, (5.2.6)

that admits the first integral

E = |φ′(x)|2 + ω|φ(x)|2 + |φ(x)|4, x ∈ R. (5.2.7)

If φ(x) is a localized mode, then E = 0 and

φ(x) =
√
|ω| sech(

√
|ω|(x− s)), ω < 0, s ∈ R. (5.2.8)

Reductions of the second-order difference equations to the first-order invariants
are old in the classical field theory and have been exploited for the discrete Klein–
Gordon equation by Speight [196]. This idea was later developed by Kevrekidis
[111], Dmitriev et al. [48, 49], Barashenkov et al. [14, 15], and Pelinovsky [154].

For simplification of this presentation, we shall consider only real-valued solutions
{φn}n∈Z of the difference equations (5.2.3) and (5.2.5). Therefore, we write the
homogeneous polynomials for f(φn−1, φn, φn+1) and g(φn, φn+1) as

f = β1φ
3
n + β2φ

2
n(φn+1 + φn−1) + β3φn(φ2

n+1 + φ2
n−1) + β4φn+1φn−1φn

+β5(φ3
n+1 + φ3

n−1) + β6φn−1φn+1(φn+1 + φn−1), (5.2.9)
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and

g = β̃1φ
2
nφ

2
n+1 + β̃2(φ2

n + φ2
n+1)φnφn+1 + β̃3(φ4

n + φ4
n+1), (5.2.10)

where (β1, ..., β6) ∈ R
6 and (β̃1, β̃2, β̃3) ∈ R

3 are arbitrary parameters.
Subtracting (5.2.5) from the same equation with n+1 replaced by n and assuming

that {φn}n∈Z ∈ R
Z is real-valued, we obtain the second-order difference equation

(5.2.3) under the constraint

g(φn, φn+1)− g(φn−1, φn) = (φn+1 − φn−1)f(φn−1, φn, φn+1). (5.2.11)

If f(φn−1, φn, φn+1) and g(φn, φn+1) are polynomials in the form (5.2.9) and
(5.2.10), the constraint (5.2.11) gives the following constraints on parameters of
the nonlinear function:

β1 = β3 = β4, β5 = β6. (5.2.12)

Therefore, three parameters β2 = β̃1, β4 = β̃2, and β6 = β̃3 are still arbitrary.
We shall now prove that the existence of the first-order invariant (5.2.5) is suf-

ficient for the existence of the translationally invariant family (5.2.4) of localized
modes for small values of h > 0.

Note that if the sequence {φn}n∈Z decays to zero as |n| → ∞, then E = 0.
Expressing (φn+1−φn)2 from the first-order invariant (5.2.5), we obtain the initial-
value problem for the sequence {φn}n∈Z in the implicit form{

(φn+1 − φn)2 = h2Q(φn, φn+1), n ∈ Z,

φ0 = ϕ,
(5.2.13)

where ϕ ∈ R is the initial data, iterations in both positive and negative directions
of n ∈ Z can be considered, and

Q(φn, φn+1) = −ωφnφn+1 − g(φn, φn+1).

Let g(φn, φn+1) be given by the polynomial (5.2.10). We shall assume the follow-
ing constraint on parameters of g(φn, φn+1),

β̃1 + 2β̃2 + 2β̃3 = 1,

which ensures that the discrete first-order invariant (5.2.5) recovers the continuous
first integral (5.2.7) in the continuous limit h → 0 with g(φ, φ) = φ4. Localized
modes (5.2.8) exist in the continuous limit only for ω < 0, which is also assumed in
what follows.

To prove the existence of the translationally invariant localized modes, we prove
the existence of two families of solutions of the initial-value problem (5.2.13), one
monotonically decreasing for n > 0 and the other monotonically increasing for
n < 0. Both families depend continuously on the initial data ϕ.

Lemma 5.5 Fix ω < 0. There exists h0 > 0 and L >
√
|ω| such that for any

h ∈ (0, h0), the algebraic (quartic) equation

(y − x)2 = h2Q(x, y) (5.2.14)
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defines a convex, simply connected, closed curve inside the domain [0, L] × [0, L].
The curve is symmetric about the diagonal y = x and has two intersections with
the diagonal at (x, y) = (0, 0) and (x, y) = (

√
|ω|,

√
|ω|).

Proof Symmetry of the curve about the diagonal y = x follows from the fact that
Q(x, y) = Q(y, x). Intersections with the diagonal y = x follows from the continuity
condition that gives Q(x, x) = x2(|ω| − x2). To prove convexity, we consider the
behavior of the curve for small h in two regions of the (x, y) plane: in the quadrant
[0, x0]×[0, x0] for x0 =

√
|ω|−r0h2 and in the disk centered at (x, y) = (

√
|ω|,

√
|ω|)

with radius r0h
2, where

r0 >

(√
|ω|
2

)3

is an arbitrary h-independent number.
Let y = x+ z and consider two branches of the algebraic equation (5.2.14) in the

implicit form

F±(x, z, h) = z ∓ h
√

Q(x, x + z) = 0. (5.2.15)

For any x ≥ 0, we have

F±(x, 0, h) = ∓hx
√
|ω| − x2, ∂zF±(x, 0, h) = 1∓ h(|ω| − 2x2)

2
√
|ω| − x2

.

It is clear that F±(x, 0, 0) = 0 and ∂zF±(x, 0, 0) = 1, while F±(x, 0, h) is contin-
uously differentiable in x and h and ∂zF±(x, 0, h) is uniformly bounded in x and
h on [0, x0] × [0, h0], for x0 =

√
|ω| − r0h

2, where h0 > 0 is small and r0 > 0 is
h-independent. By the Implicit Function Theorem, the implicit equations (5.2.15)
define unique roots z = ±hS±(x, h) in the domain [0, x0]× [0, h0], where hS±(x, h)
are positive, continuously differentiable functions in x and h. Therefore, the al-
gebraic equation (5.2.14) defines two strictly increasing curves located above and
below the diagonal y = x in the square [0, x0]× [0, x0]. In the limit h0 → 0, the two
branches converge to the diagonal y = x for x ∈ [0,

√
|ω|].

Derivatives of the algebraic equation (5.2.14) in x are defined for any branch of
the curve by

y′
[
2(y − x)− h2(|ω|x− ∂yg(x, y))

]
= 2(y − x) + h2(|ω|y − ∂xg(x, y)),

y′′
[
2(y − x)− h2(|ω|x− ∂yg(x, y))

]
= −2(y′ − 1)2 + h2(2|ω|y′ − g̃),

where g̃ = ∂2
xxg(x, y) − 2y′∂2

xyg(x, y) − (y′)2∂2
yyg(x, y). Therefore, y′ = −1 at

(x, y) = (
√
|ω|,

√
|ω|) for any h > 0 and there exists a small neighborhood of

the point (x, y) = (
√
|ω|,

√
|ω|) where the upper branch of the curve is strictly

decreasing.
Let B+

h be the upper semi-disk centered at (x, y) = (
√
|ω|,

√
|ω|) with a ra-

dius r0h
2, where r0 > (

√
|ω|/2)3 is h-independent. There exists an h-independent

constant C > 0 such that

2(y − x)− h2(|ω|x− ∂yg(x, y)) ≥ Ch2, (x, y) ∈ B+
h .
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From the second derivative, there is C1 > 0 such that y′′ ≤ −C1/h
2 for any (x, y) ∈

B+
h . Using the rescaled variables in B+

h ,

x =
√
|ω| −Xh2, y =

√
|ω|+ Y h2,

we find that the curvature of the curve in new variables is bounded by Y ′′(X) ≤ −C1

and therefore the first derivatives Y ′(X) and y′(x) may only change by a finite
number in (x, y) ∈ Bh. Therefore, there exists 0 < C2 < ∞ such that y′(x) = C2

for some x ≤ x0 =
√
|ω| − r0h

2. By the first part of the proof, the upper branch of
the curve is monotonically increasing in the square [0, x0] × [0, x0]. By the second
part of the proof, the curve y(x) has a single maximum for x0 ≤ x ≤

√
|ω|. Thus,

the curve defined by the quartic equation (5.2.14) is convex for y ≥ x ≥ 0 (and for
0 ≤ y ≤ x by symmetry).

Let ψ0 be the maximal value of y on the curve defined by equation (5.2.14) and
ϕ0 be the corresponding value of x. By Lemma 5.5, we have

ϕ0 <
√
|ω| < ψ0.

Lemma 5.6 Fix ω < 0 and small h > 0. The initial-value problem (5.2.13)
admits a unique monotonically decreasing sequence {φn}n≥0 for any ϕ ∈ (0, ψ0)
that converges to zero from above as n→∞. The sequence {φn}n≥0 is continuous
with respect to ϕ and h.

Proof By Lemma 5.5, there exists a unique lower branch of the curve defined by the
implicit equation (5.2.14) below the diagonal y = x in the form y−x = −hS−(x, h),
where hS−(x, h) > 0 is continuously differentiable with respect to x and h in the
domain [0,

√
|ω|]× [0, h0]. Let {φn}n≥0 satisfy the initial-value problem{

φn+1 = φn − hS−(φn, h), n ∈ N,

φ0 = ϕ,
(5.2.16)

for any ϕ ∈ (0, ψ0). It is clear that {φn}n≥0 is monotonically decreasing as long
as φn remains positive. We shall prove that {φn}n≥0 converges to zero from
above, where 0 is the root of S−(ϕ, h) = 0. Since g(x, y) is a quartic polynomial,
there exists a constant C > 0 that depends on ω and is independent of h, such
that

∀|φn| ≤
√
|ω| : |φn+1 − φn| ≤ Chφn.

If h is sufficiently small, then Ch < 1 and 0 < φn+1 < φn. Therefore, the
sequence {φn}n≥0 is bounded from below by 0. By the Weierstrass Theorem, the
monotonically decreasing and bounded-from-below sequence {φn}n≥0 converges as
n → ∞ to the fixed point φ = 0. Continuity of the sequence {φn}n≥0 in h and ϕ

follows from the continuity of hS−(φ, h) in ϕ and h.

Lemma 5.7 Fix ω < 0 and small h > 0. The initial-value problem (5.2.13)
admits a unique monotonically increasing sequence {φn}n≤0 for any ϕ ∈ (0, ψ0)
that converges to zero from above as n→ −∞. The sequence {φn}n≤0 is continuous
with respect to ϕ and h.
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Proof By Lemma 5.5, there exists a unique upper branch of the curve defined by
(5.2.14) above the diagonal y = x in the form y−x = hS+(x, h), where hS+(x, h) >
0 is continuously differentiable with respect to x and h in the domain [0,

√
|ω|] ×

[0, h0]. Let {φn}n≤0 satisfy the initial-value problem{
φn+1 = φn + hS+(φn, h), (−n) ∈ N,

φ0 = ϕ,
(5.2.17)

for any ϕ ∈ (0,
√
|ω|). The proof that the monotonically increasing sequence {φn}n≤0

converges to zero from above as n→ −∞ repeats the proof of Lemma 5.6.

By Lemmas 5.6 and 5.7, for fixed ω < 0 and small h > 0, the initial-value problem
(5.2.13) admits the following solutions:

(i) For any given ϕ ∈ (0, ψ0], there exists a symmetric single-humped sequence
{φn}n∈Z with maximum at n = 0, such that φn = φ−n. Let Son denote the
countable set of values of {φn}n∈Z corresponding to ϕ = ψ0.

(ii) For ϕ =
√
ω, there exists a symmetric two-site single-humped sequence. Let

Sinter denote the countable set of values of {φn}n∈Z corresponding to ϕ =
√
|ω|.

(iii) For any ϕ ∈ (0, ψ0)\{Son, Sinter}, there exists a unique non-symmetric single-
humped sequence {φn}n∈Z with φk �= φm for all k �= m.

Figures 5.2 and 5.3 show the construction of the symmetric sequences (i) and (ii)
from solutions of the quartic equation (5.2.14) for

Q(x, y) = |ω|xy − 1
2
(x4 + y4).

Let us consider the single-humped solution (iii) for φ0 ∈ (0, ψ0)\{Son, Sinter} and
complete it by solutions (i) for Son and (ii) for Sinter. By Lemmas 5.6 and 5.7, the
single-humped sequence is continuous in ϕ ∈ (0, ψ0].

We claim that the sequence {φn}n∈Z converges pointwise to the sequence
{φs(hn− s))}n∈Z for some s ∈ R, where

φs(x) =
√
|ω| sech

(√
|ω|x

)
.

Recall that φs(x) solves the second-order differential equation (5.2.6), which is
related to the second-order difference equation (5.2.3) in the continuous limit h→ 0.

By the translational invariance of the solution {φn}n∈Z, we can place the max-
imum at n = 0 if ϕ = ψ0, which is equivalent to the choice s = 0 (Son). Using
the power series expansions in h2 for solutions of the difference equation (5.2.3),
we obtain the following theorem that justifies the existence of the translationally
invariant family (5.2.4) of localized modes.

Theorem 5.3 Fix ω < 0 and small h > 0. There exists a continuous family of
single-humped localized modes {φn}n∈Z of the initial-value problem (5.2.13) for any
ϕ ∈ (0, ψ0]. Moreover, there exists C > 0 and s ∈ R such that

max
n∈Z

|φn −
√
|ω| sech(

√
|ω|(nh− s))| ≤ Ch2. (5.2.18)
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Figure 5.2 Top: the symmetric single-humped sequence (i). Bottom: the corre-
sponding solution {φn}n∈Z for ϕ = ψ0.

Remark 5.2 The initial-value problem (5.2.13) admits other families of single-
humped localized modes in addition to the translational invariant family
(5.2.4).

Exercise 5.3 Show for the AL lattice with f = |φn|2(φn+1 + φn−1) that the
second-order difference equation (5.2.3) admits the exact solution,

φn = ψ0 sech[κ(hn− s)], ψ0 =
1
h

sinh(κh), ω =
4
h2

sinh2

(
κh

2

)
,

where (κ, s) ∈ R
2 are arbitrary parameters.
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Figure 5.3 The symmetric two-site single-humped sequence (ii) for ϕ =
√
ω.

Substituting constraints (5.2.12) into the nonlinear function (5.2.9), we obtain

f = β2φ
2
n(φn+1 + φn−1) + β4φn

(
φ2
n + φ2

n+1 + φ2
n−1 + φn+1φn−1

)
+β6(φn+1 + φn−1)(φ2

n+1 + φ2
n−1), (5.2.19)

where (β2, β4, β6) ∈ R
3 are arbitrary parameters. The second-order difference equa-

tion (5.2.3) with nonlinearity (5.2.19) admits a translationally invariant family
(5.2.4) of localized modes. Although our analysis was developed for real-valued
solutions of the second-order difference equation (5.2.3), computations can also be
developed for complex-valued solutions.

Exercise 5.4 Using the first-order invariant (5.2.5) for complex-valued solutions
of the second-order difference equation (5.2.3), obtain a more general nonlinear
function for the generalized DNLS equation (5.2.2),

f = α2|un|2(un+1 + un−1) + α3u
2
n(ūn+1 + ūn−1)

+α4

[
(|un|2 + |un+1|2 + |un−1|2)un + un+1un−1ūn

]
,

+α6

[
(|un|2 + un+1ūn−1 + ūn+1un−1)un + (u2

n+1 + u2
n−1 − un+1un−1)ūn

]
+α8(|un+1|2 + |un−1|2)(un+1 + un−1)

+α9

(
u2
n+1ūn−1 + u2

n−1ūn+1 − |un+1|2un−1 − |un−1|2un+1

)
, (5.2.20)

where (α2, α3, α4, α6, α8, α9) ∈ R
6 are arbitrary parameters.
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It can be checked by direct differentiation with respect to the time variable t that
the generalized DNLS equation (5.2.2) with the nonlinear function f(un−1, un, un+1)
in (5.2.20) has the conserved quantity,

P = i
∑
n∈Z

(ūn+1un − un+1ūn) .

This conserved quantity can be thought to be a discretization of the momentum,

P = i
∫
R

(ūux − uūx) dx

of the continuous NLS equation iut + uxx + 2|u|2u = 0 (Section 1.2.1).
Although discrete equations have no continuous translational invariance, the gen-

eralized DNLS equation (5.2.2) with the special nonlinear function f(un−1, un, un+1)
in (5.2.20) inherits the momentum conservation of the continuous NLS equation.
This was the original idea of Kevrekidis [111] (without a proof) to identify all excep-
tional nonlinear functions f(un−1, un, un+1). It was proved by Pelinovsky [154] that
all such DNLS equations with homogeneous cubic polynomials f(un−1, un, un+1)
admit the first-order invariant (5.2.5) for solutions of the second-order difference
equation (5.2.3).

Exercise 5.5 Consider the generalized DNLS equation (5.2.2) with a general
nonlinear function f(un−1, un, un+1) and find the constraints on f(un−1, un, un+1)
from the two independent conditions: (1) P is constant in t and (2) the second-order
difference equation (5.2.3) possesses the first-order invariant (5.2.5). Can you show
that the two conditions are equivalent?

Exercise 5.6 Find all possible homogeneous cubic polynomials f(un−1, un, un+1)
in the generalized DNLS equation (5.2.2) that conserve the modified momentum

P̃ = i
∑
n∈Z

(ūn+2un − un+2ūn) ,

in time t ∈ R. Can you find the first-order invariant for the second-order difference
equation (5.2.3) with this special nonlinear function?

As the opposite to the result on the conservation of P , it can also be checked
by direct substitution that the generalized DNLS equation (5.2.2) with the nonlin-
ear function f(un−1, un, un+1) in (5.2.20) does not admit the standard symplectic
Hamiltonian structure,

i
dun

dt
=

∂H

∂ūn
, H =

∑
n∈Z

[
|un+1 − un|2

h2
− F (un, un+1)

]
, (5.2.21)

where F (un, un+1) : C
2 → R satisfies properties (S1)–(S3). This negative result

can be a disappointment for physicists working with the Peierls–Nabarro potential.
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Nevertheless, this result does not exclude the possibility of a more complicated
symplectic Hamiltonian structure for the DNLS equation (5.2.2). For instance, the
integrable AL lattice with f = |un|2(un+1 + un−1) is known to possess a non-
standard symplectic Hamiltonian structure,

i
dun

dt
= −(1 + h2|un|2)

∂H

∂ūn
,

with the Hamiltonian function

H =
1
h2

∑
n∈Z

(ūnun+1 + unūn+1)−
2
h4

∑
n∈Z

log(1 + h2|un|2).

The following exercises are based on the technical computations of Barashenkov
et al. [14]. They can be used to generate additional classes of special nonlinear
functions f(un−1, un, un+1) in the generalized DNLS equation (5.2.2) with trans-
lationally invariant solutions. Because the first-order invariant in these examples is
linear with respect to (φn+1 − φn), the relevant translationally invariant solutions
are not localized modes but monotonically increasing (or decreasing) kinks that
approach the nonzero boundary conditions at infinity.

Exercise 5.7 Consider the second-order difference equation (5.2.3) for real-valued
solutions {φn}n∈Z and find the constraints on the nonlinear function (5.2.9) from
the existence of another conserved quantity,

1
h

(φn+1 − φn) = g̃(φn, φn+1), n ∈ Z, (5.2.22)

where

g̃(φn, φn+1) = γ0 + γ1(φ2
n + φ2

n+1) + γ2φnφn+1,

and (γ0, γ1, γ2) ∈ R
3 are arbitrary parameters. Show that if {φn}n∈Z is a solution

of the first-order difference equation (5.2.22), then

I := (φn − φn−1)g̃(φn+1, φn)− (φn+1 − φn)g̃(φn, φn−1) = 0, n ∈ Z.

Therefore, I multiplied by an arbitrary parameter can be added to the correspond-
ing nonlinear function f(φn−1, φn, φn+1).

Exercise 5.8 Show that if {φn}n∈Z is a solution of the first-order difference
equation

1
h

(φn+1 − φn) = −1 + φnφn+1, n ∈ Z, (5.2.23)

then

Ĩ :=
(

1 +
h2

4

)
φn(φn+1 + φn−1)− 2φn+1φn−1 −

h2

2
= 0, n ∈ Z.

Again, Ĩ multiplied by an arbitrary parameter can be added to the correspond-
ing nonlinear function f(φn−1, φn, φn+1). Find the explicit solution of the first-
order difference equation (5.2.23) in the form φn = tanh(bhn), n ∈ Z, for some
b > 0.
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5.3 Melnikov integral for traveling localized modes

Although the generalized DNLS equation (5.2.2) may have translationally invari-
ant family (5.2.4) of localized modes, this fact alone does not imply the existence
of traveling localized modes with nonzero wave speed because traveling solutions
satisfy a more complicated equation compared with the second-order difference
equation (5.2.3). Direct substitution of

un(t) = φ(hn− 2ct− s)e−iωt+iθ, n ∈ Z, t ∈ R, (5.3.1)

into the generalized DNLS equation (5.2.2) with the nonlinear function f satisfying
properties (P1)–(P3) at the start of this chapter results in the differential advance–
delay equation,

2ic
dφ

dz
=

φ(z + h)− 2φ(z) + φ(z − h)
h2

+ ωφ(z) + f(φ(z − h), φ(z), φ(z + h)), z ∈ R. (5.3.2)

We are looking for a single-humped solution φ ∈ H1(R) of the differential
advance–delay equation (5.3.2). To simplify the formalism, we shall assume that
f(un−1, un, un+1) is a homogeneous cubic polynomial.

Besides parameters of the nonlinear function f(un−1, un, un+1) and the lattice
spacing h, the differential advance–delay equation (5.3.2) has two “internal” param-
eters ω and c. It is convenient to replace (ω, c) by new parameters (κ, β) according
to the parameterization

ω = − 2
h
βc− 2

h2
(cos(β) cosh(κ)− 1) , c =

1
hκ

sin(β) sinh(κ), (5.3.3)

and to transform the variables (z, φ(z)) to new variables (Z,Φ(Z)), where

φ(z) =
1
h

Φ(Z)eiβZ , Z =
z

h
.

The new function Φ(Z) satisfies the differential advance–delay equation

2i sin(β)
sinh(κ)

κ
Φ′(Z)

= Φ(Z + 1)eiβ + Φ(Z − 1)e−iβ − 2 cos(β) cosh(κ) Φ(Z)

+ f(Φ(Z − 1)e−iβ ,Φ(Z),Φ(Z + 1)eiβ), Z ∈ R, (5.3.4)

where the lattice spacing h has been scaled out.
For some special nonlinear functions f(un−1, un, un+1), there exist exact solutions

of the differential advance–delay equation (5.3.4). By direct differentiation, one can
check that there exists a two-parameter family of traveling localized modes,

Φ(Z) = sinh(κ)sech(κZ), κ > 0, β ∈ [0, 2π], (5.3.5)

for the integrable AL lattice with f = |un|2(un+1 + un−1). Similarly, there exists a
one-parameter family of traveling localized modes,

Φ(Z) =
sinh(κ)√
α2 − α3

sech (κZ) , κ > 0, β =
π

2
, (5.3.6)
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in the non-integrable generalized DNLS equation with

f = α2|un|2(un+1 + un−1) + α3u
2
n(ūn+1 + ūn−1), α2 > α3 �= 0. (5.3.7)

We shall consider two statements about solutions of the differential advance–
delay equation (5.3.4), which seem to contradict each other at first glance. On the
one hand, we show that no localized single-pulse localized modes exist in the gen-
eral case. On the other hand, we prove that, if a solution exists along a curve in the
parameter plane (κ, β), then these solutions generally persist in a neighborhood of
the curve with respect to perturbations in the nonlinear function f(un−1, un, un+1).
Using the language of dynamical system theory, we say that the existence of travel-
ing solutions in the differential advance–delay equation (5.3.4) is a codimension-one
bifurcation. Hence one-parameter existence curves in the two-parameter plane (κ, β)
are not generic but, if they exist for one model, they are structurally stable with
respect to the parameter continuation in this model.

Since the exact solution (5.3.6) is constructed for β = π
2 , we are particularly

interested in the localized modes of the differential advance–delay equation (5.3.4)
near κ > 0 and β = π

2 , although the analysis is expected to hold also for β �= π
2 .

In what follows, κ is a fixed positive number. This analysis is based on the work of
Pelinovsky et al. [157].

Let us rewrite the differential advance–delay equation (5.3.4) in a convenient
form, which is suitable for separation of the real and imaginary parts in the function
Φ(Z). To this end, we obtain

cos(β) (Φ+ + Φ− − 2 cosh(κ) Φ) + i sin(β)
(

Φ+ − Φ− − 2
sinh(κ)

κ

dΦ
dZ

)
+ fr + ifi = 0, (5.3.8)

where Φ± = Φ(Z ± 1) and fr + ifi = f(Φ−e
−iβ ,Φ,Φ+e

iβ). In particular, if

f = α2|un|2(un+1 + un−1) + α3u
2
n(ūn+1 + ūn−1)

+α8(|un+1|2 + |un−1|2)(un+1 + un−1),

then the differential advance–delay equation (5.3.4) with β = π
2 and Φ(Z) : R→ R

reduces to the scalar equation

2
sinh(κ)

κ

dΦ
dZ

=
[
1 + (α2 − α3)Φ2 + α8(Φ2

+ + Φ2
−)
]
(Φ+ − Φ−) , Z ∈ R. (5.3.9)

We note that the function (5.3.6) is an exact solution of equation (5.3.9) for
α8 = 0 and α2 > α3. Therefore, we ask if the exact solution (5.3.6) is struc-
turally stable in the scalar equation (5.3.9) with respect to α8 �= 0 and in the
complex-valued equation (5.3.8) for a general homogeneous cubic nonlinear func-
tion f(un−1, un, un+1).

Exercise 5.9 Consider the generalized DNLS equation with the nonlinear func-
tion,

f = α1|un|2un + α4(|un+1|2 + |un−1|2)un + α6(u2
n+1 + u2

n−1)ūn

+α8

(
2|un|2(un+1 + un−1) + u2

n(ūn+1 + ūn−1) + |un+1|2un+1 + |un−1|2un−1

)
,
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which is known to admit the standard symplectic Hamiltonian structure (5.2.21).
Find the constraints on (α1, α4, α6, α8) ∈ R

4, under which the differential advance–
delay equation (5.3.4) with β = π

2 can be reduced to the scalar equation (5.3.9) for
Φ(Z) : R→ R.

To explain why β = π
2 is so special in the existence of localized modes of the

differential advance–delay equation (5.3.4), we shall consider the following linear
equation,

cos(β) (Φ+ + Φ− − 2 cosh(κ) Φ) + i sin(β)
(

Φ+ − Φ− − 2
sinh(κ)

κ

dΦ
dZ

)
= 0.

(5.3.10)
Applying the Laplace transform to the linear equation (5.3.10), we infer that all
linear eigenmodes are given by eλZ , where λ is a root of the characteristic equation

D(λ;κ, β) := cos(β) [cosh(λ)− cosh(κ)] + i sin(β)
[
sinh(λ)− sinh(κ)

κ
λ

]
= 0.

(5.3.11)
Roots of D(λ;κ, β) = 0 with Re(λ) > 0 and Re(λ) < 0 correspond to the ex-
ponentially growing and decaying eigenmodes that provide the spatial decay of
the solution Φ(Z), while the roots with Re(λ) = 0 correspond to bounded eigen-
modes that result in the oscillatory behavior of the solution Φ(Z). For any β ∈
[0, 2π], there always exists a pair of real roots λ = ±κ, which are responsible
for localization of the single-humped solution Φ(Z). However, for any β �= {0, π},
there exist also roots with Re(λ) = 0 which may destroy the localization
of Φ(Z).

If β = π
2 , the only root of D(λ;κ, β) = 0 with Re(λ) = 0 is at λ = 0. Near the

line β = π
2 and κ ∈ R+, there exists a single root λ = ik with k ∈ R. When β

is reduced to zero or increased to π, the number of roots of D(λ;κ, β) = 0 with
Re(λ) = 0 increases to infinity. The limits β → 0 and β → π are singular: no
roots exist for β = 0 and β = π, but many roots with large values of Im(λ) exist
for small values of β �= 0 and β �= π. This behavior is illustrated in Figure 5.4,
which shows the behavior of D(ik;κ, β) versus k for κ = 1 and different values
of β.

Note that the values of β = 0 and β = π correspond to the stationary solutions of
the advance–delay equation (5.3.2) with c = 0. Existence of the continuous family
of single-pulse localized modes was considered in Section 5.2 using the second-order
difference equation (5.2.3). However, persistence of the stationary solutions for c �= 0
is a singular perturbation problem.

Exercise 5.10 Consider the differential advance–delay equation for traveling lo-
calized modes of the discrete Klein–Gordon equation,

c2φ′′(z) =
φ(z + h)− 2φ(z) + φ(z − h)

h2
− φ(z) + f(φ(z − h), φ(z), φ(z + h)),
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Figure 5.4 The behavior of D(ik;κ, β) versus k for κ = 1 and different values
of β.

where c is the wave speed and f is a homogeneous cubic nonlinear function in its
variables. Find the dispersion relation in the linearization around the zero solution
and show that for small h > 0 and c ∈ (0, 1), there exist finitely many purely
imaginary roots but the number of such roots becomes infinite as c approaches
zero.

To consider persistence of the exact solution (5.3.6) in the scalar equation (5.3.9)
with α2 > α3 and α8 ∈ R, we replace Φ(Z) by Φ(Z) + U(Z), where Φ(Z) is the
exact solution (5.3.6) and U(Z) satisfies the differential advance–delay equation

L+U = N(U) + F (Φ + U), (5.3.12)

with

L+U = −2
sinh(κ)

κ

dU

dZ
+ (1 + (α2 − α3)Φ2)(U+ − U−) + 2(α2 − α3)Φ(Φ+ − Φ−)U,

N(U) = −(α2 − α3)
(
U2(Φ+ − Φ−) + 2ΦU(U+ − U−) + U2(U+ − U−)

)
,

F (Φ) = −α8(Φ2
+ + Φ2

−)(Φ+ − Φ−).

Operator L+ can also be written in the explicit form

L+U = −2
sinh(κ)

κ

dU

dZ
+
(
1 + sinh2(κ) sech2(κZ)

)
(U(Z + 1)− U(Z − 1))

− 4 sinh3(κ) tanh(κZ) sech(κZ + κ) sech(κZ − κ)U(Z),

which shows that it is independent of parameters (α2, α3) ∈ R
2.
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The linearized operator L+ belongs to the class of non-hyperbolic differential
advance–delay operators (Section 5.1.2) with

c =
sinh(κ)

κ
> 1.

Thanks to the continuous translational invariance of the differential advance–delay
equation (5.3.9), L+ has a two-dimensional generalized kernel spanned by eigenvec-
tors {u0, u1},

u0 =
∂Φ
∂Z

, u1 =
κ2

2(κ cosh(κ)− sinh(κ))
∂Φ
∂κ

, (5.3.13)

so that L+u0 = 0 and L+u1 = u0.

Exercise 5.11 Show that the eigenfunction U0(Z; k) of the continuous spectrum
of L+ in Definition 5.1 is given by

U0(Z; k) = eikZ 1− cos(k) cosh(κ) + i sin(k) sinh(κ) tanh(κZ) + sinh2(κ)sech2(κZ)
1− cos(k) cosh(κ) + i sin(k) sinh(κ)

,

(5.3.14)
which correspond to the spectral parameter,

λ = λ0(k) := 2i
[
sin(k)− k

sinh(κ)
κ

]
, k ∈ R.

From this explicit expression, show that

a0(k) =
1− cos(k) cosh(κ)− i sin(k) sinh(κ)
1− cos(k) cosh(κ) + i sin(k) sinh(κ)

=
1− cosh(κ + ik)
1− cosh(κ− ik)

, (5.3.15)

where the scattering coefficient a0(k) is also defined in Definition 5.1.

According to the explicit expression (5.3.14), the eigenfunction U0(Z; k) is an-
alytically extended in the strip −κ < Im(k) < κ and the eigenfunctions in the
weighted space H1

μ(R) are given by Uμ(Z; k) = U0(Z; k + iμ) for any μ ∈ (−κ, κ).
Similarly, aμ(k) = a0(k+iμ). No eigenvalues of L+ exist in this strip except for the
double zero eigenvalue and the associated sequence of eigenvalues at {4πcmi}m∈Z.
Since the two eigenvectors in the generalized kernel of L+ decay exponentially to
zero with the decay rate κ > 0, we have u0, u1 ∈ H1

μ(R) for μ ∈ (−κ, κ). Further-
more, the eigenfunction Uμ(Z; k) and the scattering coefficient aμ(k) are bounded
and nonzero for any k ∈ R and μ ∈ (−κ, κ). Therefore, Assumptions 5.1 and 5.2
(Section 5.1.2) are satisfied for the given operator L+ and the result of Theorem
5.2 applies.

To solve uniquely equation (5.3.12) for small values of α8, we apply the Implicit
Function Theorem (Appendix B.7), for which we need the following two technical
results.

Lemma 5.8 The maps

N(U), F (Φ + U) : H1
ev(R)→ H1

odd(R)

are C1 with respect to U and there exist constants C1, C2, C3 > 0 such that

‖N(U)‖H1 ≤ C1‖U‖2H1 + C2‖U‖3H1 , ‖F (Φ + U)‖H1 ≤ C3‖Φ + U‖3H1 .
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Proof The assertions follow by the Banach algebra of H1(R) with respect to point-
wise multiplication (Appendix B.1) and the symmetry, since Φ ∈ H1

ev(R) and
Φ+ − Φ− ∈ H1

odd(R).

Lemma 5.9 The operator

L+ : H1
ev(R)→ L2

odd(R)

is continuously invertible and

∃C > 0 : ∀F ∈ L2
odd(R) : ‖L−1

+ F‖H1 ≤ C‖F‖L2 .

Proof Since Φ ∈ H1(R), operator L+ maps continuously H1(R) to L2(R). The
change of parity follows from the symmetry of potentials in L+.

To prove that there exists a unique solution U ∈ H1
ev(R) of the linear inhomo-

geneous equation L+U = F ∈ L2
odd(R), we apply Theorem 5.2, since operator L+

satisfies Assumptions 5.1 and 5.2. By the explicit expressions (5.3.13), (5.3.14),
and (5.3.15), U0(Z; 0) is even on R and u0(Z) is odd on R. Similarly, W0(Z; 0)
and w0(Z) are even on R. As a result, the conditions of Theorem 5.2 are satisfied,
because

〈w0, F 〉L2 = 〈W0, F 〉L2 = 0.

Uniqueness follows from the fact that u0 /∈ H1
ev(R).

As a result of Lemmas 5.8 and 5.9, the Jacobian operator L+ = DUN(U) is
invertible in a local neighborhood of the point U = 0 ∈ H1

ev(R) and the nonlin-
ear vector field N(U) + F (Φ + U) is Lipschitz continuous in H1(R). The Implicit
Function Theorem gives the following result.

Theorem 5.4 There exist ε > 0 and C > 0 such that for any |α8| < ε, there
exists a unique solution U ∈ H1

ev(R) of the scalar equation (5.3.12) satisfying

‖U‖H1 ≤ C|α8|.

In other words, Theorem 5.4 states that there exists a unique continuation of the
exact solution (5.3.6) in the scalar equation (5.3.9) for fixed α2 > α3 and κ > 0
with respect to small α8 �= 0.

We now consider the system of differential advance–delay equations (5.3.8)
for real and imaginary parts of Φ(Z). We represent the nonlinear function
f(un−1, un, un+1) in the form

f = α2|un|2(un+1 + un−1) + α3u
2
n(ūn+1 + ūn−1) + εf̃(un−1, un, un+1), (5.3.16)

where ε is a small parameter. We replace Φ(Z) by Φ(Z)+U(Z)+iV (Z), where Φ(Z)
is the exact solution (5.3.6) and U(Z) and V (Z) satisfy the system of differential
advance–delay equations

L+U = N+(U, V ) + μM+(Φ + U, V ) + εF+(Φ + U, V ;μ), (5.3.17)

L−V = N−(U, V ) + μM−(Φ + U, V ) + εF−(Φ + U, V ;μ). (5.3.18)
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Here L+ is the same as in the scalar equation (5.3.12) and L− is given by

L−V = −2
sinh(κ)

κ

dV

dZ
+
(
1 + (α2 + α3)Φ2

)
(V+ − V−)− 2α3Φ(Φ+ − Φ−)V,

the vector fields N±(U, V ) contain the quadratic and cubic terms in (U, V ) from
the expansion of the nonlinear function (5.3.16) for ε = 0, μ = cot(β) is a small
parameter, M±(Φ, V ) is given by{

M+(Φ, V ) = 2 cosh(κ)V − V+ − V− − ImM(Φ, V ),

M−(Φ, V ) = Φ+ + Φ− − 2 cosh(κ)Φ + ReM(Φ, V ),
(5.3.19)

with

M(Φ, V ) = α2|Φ + iV |2(Φ+ + Φ− + i(V+ + V−))

+α3(Φ + iV )2(Φ+ + Φ− − i(V+ + V−)),

and εF±(Φ, V ;μ) contain the remainder terms from the expansion of the nonlin-
ear function (5.3.16) in ε. If f(un−1, un, un+1) is a homogeneous cubic nonlinear
function in its variables, then F±(Φ, V ;μ) is a cubic polynomial in (Φ, V ).

Exercise 5.12 Using the Banach algebra property of H1(R) and the symmetry
of Φ(Z), show that if f(un−1, un, un+1) is a homogeneous cubic nonlinear function
(5.2.20), then{

N+(U, V ),M+(U, V ), F+(U, V ) : H1
ev(R)×H1

odd(R)→ H1
odd(R),

N−(U, V ),M−(U, V ), F−(U, V ) : H1
ev(R)×H1

odd(R)→ H1
ev(R).

Moreover, show that⎧⎪⎨⎪⎩
εF+(Φ, 0;μ) = −α8(Φ2

+ + Φ2
−)(Φ+ − Φ−) +O(μ),

εF−(Φ, 0;μ) = (α4 + α6)Φ3 + (α4 − α6)Φ(Φ2
+ + Φ2

−)
+ (α4 − 3α6)ΦΦ+Φ− +O(μ).

By Lemma 5.9, there exists a C1 map

H1
odd(R)× R× R � (V, ε, μ) �→ U ∈ H1

ev(R),

such that U satisfies equation (5.3.17) for sufficiently small ε and μ and

∃C > 0 : ‖U‖H1 ≤ C
(
|ε|+ |μ|‖V ‖H1 + ‖V ‖2H1

)
,

where the special form of M+(Φ, V ) in (5.3.19) is used.
When U is substituted into equation (5.3.18), we obtain a closed equation on V ,

where operator L− is not invertible on the space of even functions because solutions
of the homogeneous equation L∗

−V = 0 may not be odd on R.
Using the exact solution (5.3.6) for Φ(Z), we can write L− in the explicit form

L−V = −2
sinh(κ)

κ

dV

dZ
+
(
1 + (1 + 2ν) sinh2(κ) sech2(κZ)

)
(V (Z + 1)− V (Z − 1))

+ 4ν sinh3(κ) tanh(κZ) sech(κZ + κ) sech(κZ − κ)V (Z),

where ν = α3/(α2 − α3). The integrable AL lattice corresponds to the case α3 = 0
(ν = 0).
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For any ν ∈ R, operator L− has a geometric kernel Ker(L−) = span{Φ} thanks
to the gauge invariance of the differential advance–delay equation (5.3.8). If ν = 0,
operator L− has a two-dimensional generalized kernel spanned by {u0, u1},

u0 = Φ(Z), u1 =
κ

2(κ cosh(κ)− sinh(κ))
ZΦ(Z), (5.3.20)

so that L−u0 = 0 and L−u1 = u0. Similarly to Exercise 5.11, the eigenfunction
U0(Z; k) of the continuous spectrum of L− in the integrable case ν = 0 can be
found in the explicit form

U0(Z; k) = eikZ
1− cos(k) cosh(κ) + i sin(k) sinh(κ) tanh(κZ)

1− cos(k) cosh(κ) + i sin(k) sinh(κ)
,

and the scattering coefficient a0(k) has the same expression (5.3.15). By the same
arguments, operator L− satisfies Assumptions 5.1 and 5.2 (Section 5.1.2) in the
integrable case ν = 0. However ν �= 0 destroys the integrability of the AL lattice
and also destroys the two-dimensional generalized kernel of L− in H1(R). The
following exercise is solved in Appendix B of Pelinovsky et al. [157].

Exercise 5.13 Use perturbation series expansions in powers of ν and show that
the double zero eigenvalue of L− splits generally into two simple eigenvalues, one
of which is zero.

Because of the splitting of the zero eigenvalue for small ν �= 0, different assump-
tions are needed for the non-hyperbolic differential advance–delay operator L− with
ν �= 0 instead of Assumptions 5.1 and 5.2. As in Section 5.1, we use an abstract
notation L instead of the particular L− with c = sinh(κ)/κ > 1.

Assumption 5.3 There exist constants Λ− < 0 < Λ+ such that no eigenvalues
of L with eigenvectors in H1

μ(R) for any μ ∈ (−μ0, μ0) exist for any λ ∈ (Λ−,Λ+),
except for the set of simple eigenvalues {4πcmi}m∈Z. Furthermore, assume that
there exist u0 ∈ H1

μ(R) for any |μ| < μ0 and w0 ∈ H1
−μ(R) for any μ ∈ (0, μ0) such

that

Lu0 = 0, L∗w0 = 0,

and that there exists no u1 ∈ H1
μ(R) such that Lu1 = u0.

Remark 5.3 Assumption 5.3 implies that 〈w0, u0〉L2 �= 0, which is only possible if
w0(Z) has a component of the same parity as u0(Z). The operator L can satisfy the
assertion that w0 /∈ H1(R) only if the solution of Lw0 = 0 has two bounded non-
decaying functions (even and odd), a linear combination of which would generate
a function w0 ∈ H1

−μ(R) for 0 < μ < μ0.

Figures 5.5 and 5.6 show numerical approximations of the spectrum of L− for
κ = 1 and for ν = 0 and ν = 0.2 respectively. The numerical method is based on
the sixth-order finite-difference approximation of the derivative operator and the
truncation of the computational domain for Z on [−L,L] with L = 10 and step
size h = 0.1. The number of grid points is odd so that the number of eigenvalues
in the truncated matrix problem is also odd. For ν = 0 (Figure 5.5), the smallest
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Figure 5.5 Eigenvalues of the operator L− for ν = 0 (top) and the normalized
eigenvectors for the three smallest eigenvalues (bottom). Reproduced from [157].

eigenvalue with |λ| = 2.9201 × 10−15 corresponds to the bounded eigenfunction,
while the next two eigenvalues with |λ| = 8.5718×10−5 correspond to the decaying
eigenfunctions. This picture corresponds to Assumption 5.1. For ν = 0.2 (Figure
5.6), the smallest eigenvalue with |λ| = 1.6511 × 10−13 corresponds to the decay-
ing eigenfunction, while the next two eigenvalues with |λ| = 0.0390 correspond to
the bounded oscillatory complex-valued eigenfunctions. This picture corresponds
to Assumption 5.3.

Assumption 5.4 Eigenfunction Wμ(Z; k) and the scattering coefficient bμ(k) in
Definition 5.1 are uniformly bounded for all k ∈ R in the limit μ ↓ 0. The only
singularity of the eigenfunction Uμ(Z; k) and the scattering coefficient aμ(k) in the
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Figure 5.6 Eigenvalues of the operator L− for ν = 0.2 (top) and the normalized
eigenvectors for the three smallest eigenvalues (bottom). Reproduced from [157].

limit μ ↓ 0 is a simple pole at k = 0. Moreover, there exist C1, C2, C3 > 0 such
that

lim
k→0

W0(Z; k) = C1w0(Z) ∈ H1
−μ(R), μ ∈ (0, μ0), (5.3.21)

lim
k→0

kU0(Z; k) = C2u0(Z) ∈ H1
μ(R), μ ∈ (−μ0, μ0), (5.3.22)

lim
k→0

ka0(k) = C3. (5.3.23)

In spite of the difference in the construction of solutions of the homogeneous
equations LU = 0 and L∗W = 0, the following theorem is analogous to Theorem
5.2.
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Theorem 5.5 Let F ∈ L2
μ(R) with |μ| < μ0 for some μ0 > 0. Under Assumptions

5.3 and 5.4, there exists a solution U ∈ H1
μ(R) with μ ∈ (0, μ0) of the linear

inhomogeneous equation LU = F if and only if∫
R

W0(Z; 0)F (Z)dZ = 0. (5.3.24)

Proof Thanks to the limit (5.3.21), (5.3.24) is equivalent to 〈w0, F 〉L2 = 0. Under
this condition, we represent the solution U ∈ H1

μ(R) of LU = F for μ ∈ (0, μ0) by
the generalized Fourier transform

U(Z) =
∫
R

Bμ(k)Uμ(Z; k)dk + A0u0(Z) +
∑

λj∈σd(Lμ)\{0}
Ajuj(Z), (5.3.25)

where A0 ∈ R is arbitrary,

Bμ(k) =
c− cosh(μ) cos(k)

4πcλμ(k)
〈Wμ(·; k), F 〉L2 ,

and Aj for λj ∈ σd(Lμ)\{0} are projections to the eigenvectors for nonzero eigen-
values of Lμ.

Under Assumptions 5.3 and 5.4, the integral in the representation (5.3.25) has
a double pole at k = 0 as μ ↓ 0 if F̂0(0) �= 0. Condition (5.3.24) gives F̂0(0) = 0,
after which the integral can be split into two parts as in the proof of Theorem 5.2.
The residue term produces now the function limk→0 kU0(Z; k), which is propor-
tional to u0 ∈ H1(R) thanks to limit (5.3.22). The principal value integral pro-
duces a function in H1(R) if F ∈ L2(R). Therefore, U ∈ H1(R) if and only if
F̂0(0) = 0.

Coming back to the operator L− in both cases ν = 0 and ν �= 0, Theorems 5.2
and 5.5 imply the following lemma.

Lemma 5.10 For ν = 0 and ν �= 0, operator L− is a continuous map

L− : H1
odd(R)→ L2

ev(R).

There exists a unique solution U ∈ H1
odd(R) of the linear inhomogeneous equation

L−U = F if F ∈ L2
ev(R) and 〈W0, F 〉L2 = 0, where W0(Z) := W0(Z; 0).

Proof In the integrable case ν = 0, the zero eigenvalue is double, but the explicit
expressions for eigenvectors imply that w0(Z) is odd on R, whereas u0(Z) is even on
R. Therefore, 〈w0, F 〉L2 = 0 is satisfied trivially, whereas (5.1.14) gives 〈W0, F 〉L2 =
0.

In the non-integrable case ν �= 0, the zero eigenvalue is simple and 〈W0, F 〉L2 = 0
coincides with condition (5.3.24) for existence of U ∈ H1

odd(R).

By Lemma 5.10, operator L− in the second equation (5.3.18) can be inverted un-
der the condition that (U, V ) ∈ H1

ev(R)×H1
odd(R) satisfies the constraint Δ(ε, μ) =

0, where

Δ(ε, μ) := 〈W0, N−(U, V ) + μM−(Φ + U, V ) + εF−(Φ + U, V ;μ)〉L2 . (5.3.26)
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The function Δ(ε, μ) is referred to as the Melnikov integral. It determines per-
sistence of localized modes of the system (5.3.17)–(5.3.18) for ε �= 0. Since the
Jacobian operator of the system (5.3.17)–(5.3.18) is continuously invertible in a
local neighborhood of the point (U, V ) = (0, 0) ∈ H1

ev(R) × H1
odd(R), ε = 0 ∈ R,

and μ = 0 ∈ R provided that Δ(ε, μ) = 0, the Implicit Function Theorem gives the
following result.

Theorem 5.6 Under Assumptions 5.1 and 5.2 for L+ and L− with ν = 0 and
Assumptions 5.3 and 5.4 for L− with ν �= 0, there exists a unique solution (U, V ) ∈
H1

ev(R) × H1
odd(R) of the system (5.3.17)–(5.3.18) for sufficiently small ε and μ

such that

∃C1, C2 > 0 : ‖U‖H1 ≤ C1(|ε|+ μ2), ‖V ‖H1 ≤ C2(|ε|+ |μ|),

provided that Δ(ε, μ) = 0. Moreover, the map R
2 � (ε, μ) �→ Δ ∈ R is C1 near

ε = μ = 0.

Corollary 5.1 Under the assumptions of Theorem 5.6, the following hold:

(i) There exists a unique continuation of the exact solution (5.3.6) with respect to
parameter ε if ∂μΔ(0, 0) �= 0.

(ii) No continuation of the exact solution (5.3.6) with respect to parameter ε exists
if Δ(0, μ) = 0 and ∂εΔ(0, 0) �= 0.

Proof The result of the corollary follows from the Implicit Function Theorem for
the root of Δ(ε, μ) = 0, where Δ(0, 0) = 0 and Δ(ε, μ) is C1 near ε = μ = 0.

Remark 5.4 Recall that

μ = cot(β) = −
(
β − π

2

)
+O

(
β − π

2

)3

,

which implies that the result of Corollary 5.1(i) implies persistence of the solution
curve on the plane (κ, β) near β = π

2 for a fixed κ > 0.

We now show that the one-parameter family (5.3.6) of traveling localized modes
of the non-integrable DNLS equation with the nonlinear function (5.3.7) persists
with respect to parameter continuation if α3 �= 0. On the other hand, the two-
parameter family (5.3.5) of traveling localized modes of the integrable AL lattice
does not persist generally with respect to parameter continuation. Hence trav-
eling localized modes of the integrable AL lattice are, in this sense, less struc-
turally stable than traveling localized modes of the non-integrable generalized DNLS
equation.

We apply Corollary 5.1(i) to the exact solution (5.3.6) of the non-integrable
generalized DNLS equation with the nonlinear function (5.3.7) for fixed α2 > α3 �=
0. Using (5.3.26), we obtain

∂μΔ(0, 0) = 〈W0,M−(Φ, 0)〉L2

= 〈W0, (1 + (α2 + α3)Φ2)(Φ+ + Φ−)− 2 cosh(κ)Φ〉L2

= 2α3〈W0,Φ2(Φ+ + Φ−)〉L2 �= 0,
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where the special form of M−(Φ, V ) in (5.3.19) is used. By Corollary 5.1(i), there
exists a unique continuation of the solution (5.3.6) with respect to perturbations in
the nonlinear function f(un−1, un, un+1) near β = π

2 .
We note that ∂μΔ(0, 0) = 0 if α3 = 0, because the exact solution (5.3.6) is a

member of the two-parameter family of the exact solutions (5.3.5) in the integrable
AL lattice. Moreover, in this case, we actually have Δ(0, μ) = 0 for any μ ∈ R. If,
in addition, ∂εΔ(0, 0) �= 0, then the exact solution (5.3.6) cannot be continued with
respect to (ε, μ) by Corollary 5.1(ii). To illustrate this situation, let us consider the
Salerno model with the nonlinear function,

f = 2(1− α) |un|2 un + α |un|2 (un+1 + un−1), α ∈ R. (5.3.27)

The differential advance–delay equation (5.3.4) with the nonlinear function (5.3.27)
can be rewritten in the compact form

(1 + |Φ|2)(Φ+ − Φ−)− 2
sinh(κ)

κ
Φ′(Z)

= iμ
[
(1 + |Φ|2)(Φ+ + Φ−)− 2 cosh(κ)Φ

]
+ iε|Φ|2Φ,

where

ε =
2(1− α)
α sin(β)

, μ = cot(β),

and the amplitude of Φ(Z) is rescaled by the factor
√
α for α �= 0. Since Φ(Z) =

sinh(κ) sech(κZ) is a solution of the advance–delay equation,

(1 + |Φ|2)(Φ+ + Φ−)− 2 cosh(κ)Φ = 0,

it is clear that Δ(0, μ) = 0. On the other hand, we have for any κ > 0

∂εΔ(0, 0) = 〈W0,Φ3〉L2 �= 0.

Therefore, the two-parameter family of exact solutions (5.3.5) terminates near β =
π
2 in the Salerno model with the nonlinear function (5.3.27) for α �= 1.

To illustrate the persistence of traveling localized modes, we consider the differ-
ential advance–delay equation (5.3.4) with the nonlinear function (5.2.20) under
the constraints

α4 = α6, α9 = 0, α2 + α3 + 4α6 + 2α8 = 1,

where (α3, α6, α8) ∈ R
3 are arbitrary parameters and the last condition is the

normalization of f(u, u, u) = 2|u|2u.
Figure 5.7 illustrates persistence of the solution curve in the (κ, β) plane near

β = π
2 for fixed values (α3, α8) = (−1, 1) and different values of

α6 ∈ {0.5, 0,−0.5,−1,−1.5,−2}.

All the solution curves can be seen to intersect the point (κ,β) = (0,π2 ).
Figure 5.8 shows that the family of traveling localized modes undergo a fold

bifurcation for positive values of α6 as κ is increased. At the fold bifurcation, two
solution branches merge, one corresponding to a single-humped solution and the
other one becoming a double-humped solution as the parameter moves away from
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Figure 5.7 Persistence of traveling localized modes for (α3, α8)= (−1, 1). Differ-
ent curves correspond to different values of α6 = 0.5, 0.25, 0,−0.5,−1,−1.5,−2
from left to right. Reproduced from [157].
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Figure 5.8 (a) Fold bifurcation at which single-humped and double-humped solu-
tions coalesce for (α3, α6, α8) = (−1, 0.5, 1). Solution profiles are shown in panels
(b)–(d). Panel (e) shows the fold bifurcation for fixed κ = 1 as α6 varies. The
fold bifurcation only occurs when α6 is positive. Reproduced from [157].

the fold point. The insets to the figure show the solution profiles along the solution
curves for α6 = 0.5. The amplitudes of both single-humped and double-humped
solutions grow with increasing values of κ up to the maximum amplitude at κ ≈ 4.

The other outcome of the previous analysis is that the family of traveling localized
modes (5.3.5) of the integrable AL lattice does not persist near β = π

2 in the Salerno
model with the nonlinear function (5.3.27) near α = 1. Figure 5.9(a) shows the tail
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Figure 5.9 (a) Tail amplitude of the Salerno model as a function of κ for β = 13π
20

(solid curve) and β = 7π
20

(dashed curve). The curves with Δ > 0 correspond to
α = 1.1 and the curves with Δ < 0 correspond to α = 0.9. (b) Existence of zeros
of the tail amplitude for α = 0.7 and β = 7π

8
.

amplitude Δ of the numerical solution versus κ for different values of α and β.
In agreement with the above conclusion, the tail amplitude remains nonzero in a
neighborhood of the point (α, β) = (1, π

2 ). However, Figure 5.9(b) shows that zeros
of the tail amplitude Δ can appear far from this point: two solutions with zero
tail amplitudes are found for two values of κ when α = 0.7 and β = 7π

8 . This
result indicates that in addition to the known solutions of the AL lattice at α = 1,
other traveling localized modes of the Salerno model can exist away from the values
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β = π
2 and α = 1. This numerical observation is elaborated further in Section 5.5

using the Stokes constant computations.

5.4 Normal forms for traveling localized modes

If no explicit analytical solution is available for a given differential advance–delay
equation, no persistence problem can be formulated and we are left wondering if the
given equation admits any traveling localized modes. The only analytical method
that can be employed to attack the existence problem in the general case is the local
bifurcation theory from a linear limit, where the traveling localized mode has a small
amplitude and it is slowly varying over the lattice sites. Formal asymptotic multi-
scale expansion methods (Section 1.1) are helpful for predictions of the nontrivial
bifurcations and we will explain how to make the arguments rigorous using the
formulation of the differential advance–delay equation as the spatial dynamical
system. This formalism originates from the work of Iooss & Kirchgassner [94] and
Iooss [92] in the context of Fermi–Pasta–Ulam lattices.

Let us consider again the differential advance–delay equation (5.3.4),

2i sin(β)
sinh(κ)

κ
Φ′(Z)

= Φ(Z + 1)eiβ + Φ(Z − 1)e−iβ − 2 cos(β) cosh(κ) Φ(Z)

+ f(Φ(Z − 1)e−iβ ,Φ(Z),Φ(Z + 1)eiβ), Z ∈ R, (5.4.1)

where κ > 0 and β ∈ [0, 2π]. The characteristic equation (5.3.11) for the linearized
equation is rewritten as

D(λ;κ, β) := cos(β) [cosh(λ)− cosh(κ)] + i sin(β)
[
sinh(λ)− sinh(κ)

κ
λ

]
= 0.

(5.4.2)
Roots of this equation determine solutions Φ(Z) ∼ eλZ of the linearized equation
and the set of roots always includes the pair of real roots λ = ±κ. Moreover, these
are the only real-valued roots of the characteristic equation D(λ;κ, β) = 0. Other
complex-valued roots exist (Section 5.3). The following lemma shows that all but
finitely many roots of D(λ;κ, β) = 0 are bounded away from the imaginary axis
Re(λ) = 0.

Lemma 5.11 Fix β ∈ (0, π) and κ > 0. All but finitely many roots of the charac-
teristic equation (5.4.2) are bounded away from the line Re(λ) = 0. Moreover, for
small κ > 0, there exists p0 = p0(β) > 0 such that |Re(λ)| ≥ p0 for all roots with
Re(λ) �= 0.

Proof Since D(λ;κ, β) is analytic in λ ∈ C, roots cannot accumulate to a finite
point in C. Therefore, it suffices to consider a sequence of roots {λn}n∈N such that
limn→∞ |λn| = ∞ and to prove that the sequence of roots is bounded away from
the line Re(λ) = 0. Let λn = pn + ikn with pn, kn ∈ R and rewrite D(λ;κ, β) = 0
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in the vector form⎧⎪⎪⎨⎪⎪⎩
cos(β) [cosh(pn) cos(kn)− cosh(κ)] + sin(β)

[
sinh(κ)

κ
kn − cosh(pn) sin(kn)

]
= 0,

cos(β) sinh(pn) sin(kn) + sin(β)
[
sinh(pn) cos(kn)− sinh(κ)

κ
pn

]
= 0.

It follows from the system that, for a fixed β ∈ (0, π) and all κ > 0,

|kn| ≤
κ

sinh(κ)
[cosh(pn) + cot(β)(cosh(pn) + cosh(κ))] . (5.4.3)

By contradiction, if the sequence accumulates to the imaginary axis, then

lim
n→∞

pn = 0

and, thanks to the bound (5.4.3), for small κ > 0, there exists k0 = k0(β) <∞ such
that limn→∞ |kn| ≤ k0. This fact contradicts the analyticity of D(λ;κ, β) in λ ∈ C.
Therefore, the sequence {λn}n∈N remains bounded away from the line Re(λ) = 0.

On the other hand, we have

cosh(pn) =
cos(β) cosh(κ)− sin(β) sinh(x)kn/x

cos(β + kn)
. (5.4.4)

For small κ > 0, there exists p0 = p0(β) > 0 such that |Re(λ)| ≥ p0 for all roots
with Re(λ) �= 0.

Thanks to Lemma 5.11, only finitely many purely imaginary roots exist and they
are determined by the roots of the real function

D(ik;κ, β) = cos(β) [cos(k)− cosh(κ)] + sin(β)
[
sinh(κ)

κ
k − sin(k)

]
= 0. (5.4.5)

The behavior of D(ik;κ, β) is shown on Figure 5.2 (Section 5.3).
It follows from Lemma 5.11 that, among the roots with Re(λ) �= 0, the roots

λ = ±κ are closest to the line Re(λ) = 0 for sufficiently small κ > 0. If a lo-
calized mode exists in the differential advance–delay equation (5.4.1), then Φ(Z)
decays exponentially to zero exactly as e−κ|Z| for small κ > 0. Therefore, the bi-
furcation curve corresponding to the localized mode that is slowly varying over Z

on R is determined by the line κ = 0. The characteristic equation in this limit
becomes

D(λ; 0, β) = cos(β)(cosh(λ)− 1) + i sin(β) (sinh(λ)− λ) = 0. (5.4.6)

Exercise 5.14 Show that the set of roots of D(λ; 0, β) = 0 with Re(λ) = 0 consists
of a zero root of multiplicity three for β = π

2 and of a zero root of multiplicity two
and a simple nonzero root for small |β − π

2 |. Show that the number of roots of
D(λ; 0, β) = 0 with Re(λ) = 0 is always odd and it increases without any bounds
as β → 0 or β → π.

We shall study the local bifurcation of traveling localized modes separately for
two different cases β = π

2 and β �= π
2 . The first case results in the third-order

differential equation, which is a normal form for the local bifurcation of traveling
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localized modes. Existence of localized modes in the normal form gives a neces-
sary condition for the existence of localized modes in the differential advance–delay
equation (5.4.1). The second case results in the beyond-all-orders asymptotic anal-
ysis with another necessary condition for the existence of localized modes (Section
5.5).

Let us derive the normal form for the local bifurcation of localized modes at
β = π

2 using formal asymptotic multi-scale expansions (Section 1.1). Let κ be a
small positive parameter and use the scaling transformation

Φ(Z) = κγϕ(ζ), ζ = κZ,

for solutions of the differential advance–delay equation (5.4.1), where γ > 0 is a
parameter to be determined. To expand the linear terms, we assume that Φ(Z) ∈
C∞(R) and use the Taylor series{

ϕ(ζ + κ)− ϕ(ζ − κ)− 2 sinh(κ)ϕ′(ζ) = 1
3κ

3 [ϕ′′′(ζ)− ϕ′(ζ)] +O(κ5),

ϕ(ζ + κ) + ϕ(ζ − κ)− 2 cosh(κ)ϕ(ζ) = κ2 [ϕ′′(ζ)− ϕ(ζ)] +O(κ4).

The balance between two linear terms occurs near κ = 0 and β = π
2 if the two small

parameters μ = cot(β) and κ are related by μ = Ωκ, where Ω is κ-independent.
Under this scaling, the differential advance–delay equation (5.4.1) can be rewritten
at the leading order of κ as

i
3

[ϕ′′′(ζ)− ϕ′(ζ)] + Ω [ϕ′′(ζ)− ϕ(ζ)]

+κ2γ−3f(−iϕ(ζ − κ), ϕ(ζ), iϕ(ζ + κ)) +O(κ2, κ2γ−2) = 0, (5.4.7)

where we have assumed again that f(un−1, un, un+1) is a homogeneous cubic non-
linear function in its variables.

In the case of the cubic DNLS equation with f = |un|2un, the leading-order
equation (5.4.7) can be truncated after the choice γ = 3

2 at the normal form

i
3

[ϕ′′′(ζ)− ϕ′(ζ)] + Ω (ϕ′′(ζ)− ϕ(ζ)) + |ϕ(ζ)|2ϕ(ζ) = 0, ζ ∈ R. (5.4.8)

Equation (5.4.8) for the cubic DNLS equation will be justified in this section.

Exercise 5.15 Consider the nonlinearity function f(un−1, un, un+1) in the ex-
plicit form (5.2.20) and compute the Taylor series expansion for the nonlinear
terms

f(−iϕ(ζ − κ), ϕ(ζ), iϕ(ζ + κ)) = 4(α4 − α6)|ϕ|2ϕ

+ 2iκ (α2 + 2α8 − 2α9) |ϕ(ζ)|2ϕ′(ζ)− 2iκ (α3 − 2α9)ϕ2(ζ)ϕ̄′(ζ) +O(κ2).

Choose α4 = α6 and γ = 1, and show that the leading-order equation (5.4.7) can
be truncated at a different normal form

i
3

[ϕ′′′(ζ)− ϕ′(ζ)] + Ω [ϕ′′(ζ)− ϕ(ζ)] + 2i (α2 + 2α8 − 2α9) |ϕ(ζ)|2ϕ′(ζ)

− 2i (α3 − 2α9)ϕ2(ζ)ϕ̄′(ζ) = 0, ζ ∈ R. (5.4.9)
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The difference between the normal form equations (5.4.8) and (5.4.9) implies
different outcomes in the local bifurcation of traveling localized modes near the
point (κ, β) = (0, π

2 ). The normal form equation (5.4.8) admits no single-humped
localized modes for any Ω ∈ R [78, 214]. On the other hand, the normal form
equation (5.4.9) admits a reduction to a real-valued equation for Ω = 0,

ϕ′′′(ζ)− ϕ′(ζ) + 6αϕ2(ζ)ϕ′(ζ) = 0, ζ ∈ R,

where α = α2 − α3 + 2α8. There exists a single-humped localized mode of this
equation for any α > 0,

ϕ(ζ) = α−1/2 sech(ζ).

This localized mode persists as the exact solution of the differential advance–delay
equation (5.4.1) for any κ > 0 and β = π

2 if α2 > α3 and α4 = α6 = α8 = α9 =
0. Moreover, it is structurally stable with respect to continuation in parameters
α4, α6, α8, α9 ∈ R in the (κ, β) plane near β = π

2 if α3 �= 0 (Section 5.3). Thus,
the normal form equation (5.4.9) gives the necessary condition for the existence
of localized modes in the differential advance–delay equation (5.4.1). In particular,
the existence curve of localized modes in the (κ, β) plane intersects the point

(
0, π

2

)
if the normal form equation (5.4.9) has the corresponding localized mode ϕ(ζ).

We shall now focus on the justification of the normal form equation (5.4.8). Our
presentation follows the works of Pelinovsky & Rothos [158] and Iooss & Peli-
novsky [95]. To proceed with the center manifold reductions of the spatial dy-
namical system, we rewrite the differential advance–delay equation (5.4.1) as an
infinite-dimensional evolution equation.

Let P ∈ [−1, 1] be a new independent variable and U = U(Z,P ) = (U1, U2,

U3, U4) be defined by

U1 = Φ(Z), U2 = Φ(Z + P ), U3 = Φ̄(Z), U4 = Φ̄(Z + P ), (5.4.10)

so that U2(Z, 0) = U1(Z) and U4(Z, 0) = U3(Z). Let D± be the difference operators
defined by D±U(Z,P ) = U(Z,±1). Let D and H be the Banach spaces for the
vector U(Z,P ):

D =
{
U ∈ C

4 : U1 = Ū3 ∈ C1
b (R), U2 = Ū4 ∈ C1

b (R, [−1, 1]), U1(Z) = U2(Z, 0)
}
,

H =
{
U ∈ C

4, U1 = Ū3 ∈ C0
b (R), U2 = Ū4 ∈ C0

b (R, [−1, 1])
}
,

with the usual supremum norms. The differential advance–delay equation (5.4.1) is
written as the infinite-dimensional evolution equation,

2icJ dU
dZ

= Lκ,βU +M(U), c = sin(β)
sinh(κ)

κ
, (5.4.11)

where J is the diagonal matrix of {1, 1,−1,−1}, Lκ,β is the linear operator,

Lκ,β =

⎡⎢⎣−2 cos(β) cosh(κ) eiβD+ + e−iβD− 0 0
0 2ic ∂/∂P 0 0

0 0 −2 cos(β) cosh(κ) e−iβD+ + eiβD−

0 0 0 −2ic ∂/∂P

⎤⎥⎦ ,
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and M(U) is the nonlinear operator,

M(U) =

⎡⎢⎢⎣
U2

1U3

0
U2

3U1

0

⎤⎥⎥⎦ .

The linear operator Lκ,β maps D into H continuously and it has a compact
resolvent in H. The nonlinear term M(U) is analytic in an open neighborhood of
U = 0 ∈ D, maps D into D continuously and

∃C > 0 : ‖M(U)‖D ≤ C‖U‖3D.

The spectrum of Lκ,β consists of an infinite set of isolated eigenvalues of fi-
nite multiplicities. Using the Laplace transform, linear eigenmodes of the evolution
equation,

2icJ dU
dZ

= Lκ,βU

are found from the vector solution

U(Z,P ) =
(
u1, u1e

λP , u3, u3e
λP
)
eλZ ,

where λ is defined by the roots of the characteristic equations

D(λ;κ, β) = 0 if u1 �= 0, and D̄(λ;κ, β) = 0 if u3 �= 0.

Here D(λ;κ, β) = 0 is, of course, the same characteristic equation (5.4.2). If λ is the
root of D(λ;κ, β) = 0, then λ̄ is the root of D̄(λ;κ, β) = 0. By Lemma 5.11, all but
a finite number of roots are isolated away from the line Re(λ) = 0. Finitely many
eigenvalues λ on Re(λ) = 0 determine the center manifold of the spatial dynamical
system, which is useful for a reduction of the infinite-dimensional evolution equation
(5.4.11) to the finite-dimensional normal form equation (5.4.8). Many examples of
center manifold reductions in spatial dynamical systems are discussed in the text
of Iooss & Adelmeyer [93].

We are particularly interested in the bifurcation point (κ, β) = (0, π
2 ), when

D0(λ) := D
(
λ; 0,

π

2

)
= i(sinh(λ)− λ) =

i
6
λ3

(
1 +

λ2

20
+O(λ4)

)
.

The only root of D0(λ) near the line Re(λ) = 0 is the triple zero, so that the zero
eigenvalue has the algebraic multiplicity six and the geometric multiplicity two. The
two eigenvectors of the geometric kernel of L0 := L0,π/2 are

U0 = (1, 1, 0, 0) , W0 = (0, 0, 1, 1) ,

whereas the four generalized eigenvectors satisfy

L0Uk = 2iJUk−1, L0Wk = 2iJWk−1, k = 1, 2,

or in the explicit form

U1 = (0, P, 0, 0) , W1 = (0, 0, 0, P ) , U2 =
1
2
(
0, P 2, 0, 0

)
, W2 =

1
2
(
0, 0, 0, P 2

)
.
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Fix a small κ > 0 and a finite Ω ∈ R in cot(β) = Ωκ. We rewrite the evolution
equation (5.4.11) in the equivalent form,

2iJ dU
dZ

= L0U + ΩκL1U + κ2L2U +
κ

sinh(κ)

√
1 + Ω2κ2M(U), (5.4.12)

where

L0 =

⎡⎢⎢⎣
0 i(D+ −D−) 0 0
0 2i ∂/∂P 0 0
0 0 0 −i(D+ −D−)
0 0 0 −2i ∂/∂P

⎤⎥⎥⎦ ,

L1 =
κ

sinh(κ)

⎡⎢⎢⎣
−2 cosh(κ) (D+ + D−) 0 0

0 0 0 0
0 0 −2 cosh(κ) (D+ + D−)
0 0 0 0

⎤⎥⎥⎦ ,

and

L2 =
1
κ2

(
κ

sinh(κ)
− 1
)⎡⎢⎢⎣

0 i(D+ −D−) 0 0
0 0 0 0
0 0 0 −i(D+ −D−)
0 0 0 0

⎤⎥⎥⎦ .

The initial-value problem for the time evolution problem (5.4.12) is ill-posed
because the eigenvalues of L0 diverge both to the left and right halves of the com-
plex λ plane. Instead of dealing with an initial-value problem, we are interested in
bounded solutions on the entire Z-axis. These bounded solutions can be constructed
with the decomposition of the solution to the finite-dimensional subspace related
to the zero eigenvalue and to the infinite-dimensional subspace related to all other
nonzero complex eigenvalues of L0. After the decomposition, we project the time
evolution problem (5.4.12) to the corresponding subspaces and then truncate the
resulting system of equations to obtain the third-order differential equation (5.4.8).
This technique relies on the solution of the resolvent equation

(2iλJ − L0)U = F, U ∈ D, F ∈ H, λ ∈ C. (5.4.13)

If λ is not a root of D0(λ) = 0 or D̄0(λ) = 0, the explicit solution of the resolvent
equation (5.4.13) is obtained in the form

U1 = − 1
2D0(λ)

[
F1 −

1
2

∫ 1

0

F2(P )eλ(1−P )dP − 1
2

∫ 0

−1

F2(P )e−λ(1+P )dP

]
,

U2 = U1e
λP − 1

2i

∫ P

0

F2(P ′)eλ(P−P ′)dP ′,

U3 =
1

2D̄0(λ)

[
F3 −

1
2

∫ 1

0

F4(P )eλ(1−P )dP − 1
2

∫ 0

−1

F4(P )e−λ(1+P )dP

]
,

U4 = U3e
λP +

1
2i

∫ P

0

F4(P ′)eλ(P−P ′)dP ′.
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The solution U has a triple pole at λ = 0. Let us decompose the solution of the
time evolution problem (5.4.12) into two parts,

U(Z) = Uc(Z) + Uh(Z),

where Uc is the projection to the six-dimensional subspace of the zero eigenvalue,

Uc(Z) = A(Z)U0 + B(Z)U1 + C(Z)U2 + Ā(Z)W0 + B̄(Z)W1 + C̄(Z)W2,

and Uh is the projection to the complementary invariant subspace of operator L0.
We notice in particular that

Uc1 = A, Uc2 = A + PB +
1
2
P 2C.

When the decomposition is substituted into the time evolution equation (5.4.12),
we obtain

2iJ dUh

dZ
− L0Uh = Fh(A,B,C,Uh), (5.4.14)

where

Fh = −2iJ dUc

dZ
+ L0Uc + ΩκL1(Uc + Uh) + κ2L2(Uc + Uh)

+
κ

sinh(κ)

√
1 + Ω2κ2M(Uc + Uh).

By the Fredholm Alternative Theorem (Appendix B.4), there exists a solution for
Uh if and only if Fh is orthogonal to the subspace of the adjoint linear operator as-
sociated to the zero eigenvalue. Equivalently, one can consider the solution of the re-
solvent equation (5.4.13) in the Laplace transform form Ûh(λ) = (2iλJ − L0)

−1 F̂h

and remove the pole singularities from the function Ûh(λ) near λ = 0.
To make this procedure algorithmic, we expand the explicit solution of the resol-

vent equation (5.4.13) into the Laurent series at λ = 0:

U =
a−3U0 + b−3W0

λ3
+

a−2U0 + a−3U1 + b−2W0 + b−3W1

λ2

+
(a−1 − 1

20a−3)U0 + a−2U1 + a−3U2

λ

+
(b−1 − 1

20b−3)W0 + b−2W1 + b−3W2

λ
+ RU,

where RU is analytic in the neighborhood of λ = 0 and the projection operators
are given explicitly by

a−3 = 3i
(
F1 −

1
2

∫ 1

−1

F2(P )dP
)
,

a−2 = −3i
2

(∫ 1

0

(1− P )F2(P )dP −
∫ 0

−1

(1 + P )F2(P )dP
)
,

a−1 = −3i
4

(∫ 1

0

(1− P )2F2(P )dP +
∫ 0

−1

(1 + P )2F2(P )dP
)
,

with similar expressions for b−3, b−2, b−1 in terms of F3 and F4.
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Since a−3, a−2, a−1 do not depend on λ, we can use Fh instead of its Laplace
transform F̂h. Substituting Fh into the integral expressions for a−3, a−2, a−1, we
obtain

a−3 = −C ′(Z) + 3iΩκC + 3i|A|2A + R−3(A,B,C,Uh) = 0, (5.4.15)

a−2 = −B′(Z) + C + R−2(A,B,C,Uh) = 0, (5.4.16)

a−1 = −A′(Z) + B − 1
20

C ′(Z) + R−1(A,B,C,Uh) = 0, (5.4.17)

where R−3, R−2, R−1 are remainder terms.
Using the scaling transformation

A = κ3/2φ1(ζ), B = κ5/2φ2(ζ), C = κ7/2φ3(ζ), Uh = κ5/2Vh, ζ = κZ,

we reduce the system of differential equations (5.4.15)–(5.4.17) and obtain

d

dζ

⎡⎣ φ1

φ2

φ3

⎤⎦ =

⎡⎣ 0 1 0
0 0 1
0 0 0

⎤⎦⎡⎣ φ1

φ2

φ3

⎤⎦+ 3i

⎡⎣ 0
0
1

⎤⎦ (Ωφ3 + |φ1|2φ1) + κRφ(φ,Vh),

(5.4.18)

where φ = (φ1, φ2, φ3) depends on ζ = κZ and Rφ is a remainder term. This
equation is complemented with the residual equation (5.4.13), which now becomes

2iJ dVh

dZ
− L0Vh = κRV(φ,Vh), (5.4.19)

where RV is a remainder term.
The formal truncation of system (5.4.18) and (5.4.19) at κ = 0 recovers the scalar

third-order equation (5.4.8) for ϕ(ζ) = φ1(ζ), rewritten again as

i
3

[ϕ′′′(ζ)− ϕ′(ζ)] + Ω [ϕ′′(ζ)− ϕ(ζ)] + |ϕ(ζ)|2ϕ(ζ) = 0, ζ ∈ R. (5.4.20)

The justification of the center manifold reduction is described by the following
theorem.

Theorem 5.7 Fix M > 0 and let κ > 0 be small enough. For any given φ ∈
C0

b (R,C3) such that ‖φ‖L∞ ≤M , there exists a unique solution Vh ∈ C0
b (R,D) of

system (5.4.19) such that

∃K > 0 : ‖Vh‖D ≤ Kκ.

The proof of existence of center manifolds for the class of differential advance–
delay equations is developed by Iooss & Kirchgassner [94] using the Green function
technique and by Iooss & Pelinovsky [95] using the Implicit Function Theorem.

By Theorem 5.7, bounded solutions of the system (5.4.18) generate bounded
solutions in the full system (5.4.12). System (5.4.18) can be interpreted as a pertur-
bation of the normal form equation (5.4.20). Therefore, one needs first to construct
bounded solutions of the normal form equation (5.4.20) and then to develop the
persistence analysis of these bounded solutions in the system (5.4.18). In particular,
we are interested in localized modes of the normal form equation (5.4.20).
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It is clear that the linear part of equation (5.4.20) has three fundamental solutions
ϕ(ζ) ∼ e±ζ and ϕ(ζ) ∼ ei3Ωζ , where the first two solutions correspond to the one-
dimensional stable and unstable manifolds whereas the last solution corresponds to
the one-dimensional center manifold. Existence of localized solutions in the systems
with a one-dimensional center manifold is a bifurcation of codimension one and
hence it is non-generic. Using the beyond-all-orders asymptotic method (Section
5.5), Grimshaw [78] showed that no single-humped localized modes exist in the
normal form equation (5.4.20) for any value of Ω ∈ R. This negative result “kills”
the problem of persistence of the single-humped localized modes in the system
(5.4.18).

On the other hand, Calvo & Akylas [28] proved analytically that double-humped
and multi-humped localized modes of the normal form equation (5.4.20) exist for
special values of parameter Ω. Double-humped localized modes were approximated
numerically by Yang & Akylas [214]. Different double-humped localized modes
are characterized by the different distances between the two individual humps.
Although it is expected that double-humped localized modes persist in a neighbor-
hood of these curves within system (5.4.18) and thus in the full dynamical system
(5.4.12), persistence analysis of these solutions is a delicate open problem of anal-
ysis.

Exercise 5.16 Consider traveling localized modes in the discrete Klein–Gordon
equation,

c2φ′′(z) =
φ(z + h)− 2φ(z) + φ(z − h)

h2
− φ(z) + φ3(z)

and show with the formal Taylor expansions that the scaling

c2 = 1 + εγ, h2 = ε2τ, ζ =
z√
ε
,

with two parameters (γ, τ), results in the normal form equation

τ

12
φ′′′′(ζ)− γφ′′(ζ)− φ(ζ) + φ3(ζ) = 0, ζ ∈ R.

Exercise 5.17 Consider the discrete Klein–Gordon equation,

ün
1− un−1un+1

1− u2
n

=
un+1 − 2un + un−1

h2
+

1
2
un(1− un+1un−1),

and prove that it admits an exact traveling kink solution for any c ∈ (−1, 1),

un(t) = φ(n− ct) = tanh
(

n− ct√
1− c2

)
.

Derive the normal form equation similarly to Exercise 5.16 and show that the
normal form inherits the same exact solution for arbitrary values of (γ, τ).
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5.5 Stokes constants for traveling localized modes

In Section 5.4, local bifurcation of traveling localized modes was considered in the
differential advance–delay equation (5.4.1) near a special point (κ, β) = (0, π

2 ).
Near this point, non-existence of single-humped localized modes can be checked
at the algebraic order of the perturbation series using truncation of the normal
form equation. Here we shall look at other values of β �= π

2 along the bifurcation
curve κ = 0. Although the center manifold reduction looks relatively simple at
algebraic orders of the perturbation theory for β �= π

2 , non-existence of single-
humped localized modes can only be established if beyond-all-orders terms are
captured in the asymptotic expansion.

Asymptotic analysis of the beyond-all-orders perturbation theory originated from
the work of Kruskal & Segur [123] and has been employed by many authors in the
context of differential equations. It was extended by Pomeau et al. [172] to allow the
computation of the splitting constants from the Borel summation of series rather
than from the numerical solution of differential equations. Rigorous justification of
this method for differential and difference equations was developed by Tovbis and
his coworkers [203, 204, 205, 206].

We shall describe the beyond-all-orders method on a formal (already complicated)
level of arguments. Our presentation follows Melvin et al. [140], who considered the
Salerno model with the nonlinearity function,

f(un−1, un, un+1) = 2(1− α) |un|2 un + α |un|2 (un+1 + un−1), α ∈ R. (5.5.1)

Oxtoby & Barashenkov [145] developed a similar application of the beyond-all-
orders method for the saturable DNLS equation.

The integrable AL lattice, which arises from the Salerno model with the non-
linear function (5.5.1) for α = 1, has a two-parameter family of exact traveling
localized modes. However, these solutions do not persist for α �= 1 away from the
integrable limit (Section 5.3). Numerical results suggest, however, that the Salerno
model can still support traveling localized modes for some α �= 1 (Figure 5.9).
The beyond-all-orders method is the tool to capture non-trivial bifurcations of
the solution curves in the parameter plane (κ, β) that intersects the bifurcation
curve κ = 0.

We start with the differential advance–delay equation (5.4.1) for the Salerno
model (5.5.1) rewritten in variables Φ(Z) = κϕ(ζ) and ζ = κZ:

cos(β) [ϕ(ζ + κ) + ϕ(ζ − κ)− 2 cosh(κ)ϕ(ζ)]

+ i sin(β) [ϕ(ζ + κ)− ϕ(ζ − κ)− 2 sinh(κ)ϕ′(ζ)]

+κ2f(ϕ(ζ − κ)e−iβ , ϕ(ζ), ϕ(ζ + κ)eiβ) = 0, (5.5.2)

where the nonlinear function is

f = 2(1− α)ϕ(ζ)|ϕ(ζ)|2 + α cos(β)(ϕ(ζ + κ) + ϕ(ζ − κ))|ϕ(ζ)|2

+ i sin(β)(ϕ(ζ + κ)− ϕ(ζ − κ))|ϕ(ζ)|2.

The beyond-all-orders method consists of three steps.
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• A regular asymptotic solution is derived in the continuous limit κ→ 0, when the
differential advance–delay operator is formally replaced by the series of differen-
tial operators of increasing orders. Although this solution is correct to all orders
of the asymptotic expansion, it does not capture the bounded oscillatory tails as
these terms are exponentially small in κ.

• To capture the oscillatory tails, we continue analytically the solution into the
complex plane where the asymptotic expansion blows up. The Stokes constants
measure the residue coefficients of the singular part of the beyond-all-orders terms
corresponding to the splitting between stable and unstable manifolds.

• We compute the Stokes constant in the region of the parameter space where there
is only one eigenvalue of the linearized equation on the imaginary axis besides
the zero eigenvalue. Zeros of the Stokes constant indicate bifurcations of traveling
localized modes in the differential advance–delay equation (5.5.2).

This analytic scheme is complemented by numerical approximations of the Stokes
constant. Location of bifurcation curves captured by the beyond-all-orders method
give good hints for numerical searches of the localized solutions of the differential
advance–delay equation (5.5.2).

We seek a regular asymptotic expansion of equation (5.5.2) in powers of κ,

ϕ(ζ) =
∞∑

n=0

(iκ)nϕn(ζ), (5.5.3)

where ϕn(ζ) are real-valued functions. The advance and delay terms are expanded
in power series by

ϕ(ζ + κ)− ϕ(ζ − κ)− 2 sinh(κ)ϕ′(ζ) =
1
3
κ3 [ϕ′′′(ζ)− ϕ′(ζ)] +O(κ5),

ϕ(ζ + κ) + ϕ(ζ − κ)− 2 cosh(κ)ϕ(ζ) = κ2 [ϕ′′(ζ)− ϕ(ζ)] +O(κ4),

while the nonlinear function f is expanded as

f = 2 (1 + α(cos(β)− 1)) |ϕ(ζ)|2 ϕ(ζ) + 2iκα sin(β) |ϕ(ζ)|2 ϕ′(ζ)

+κ2α cos(β) |ϕ(ζ)|2 ϕ′′(ζ) +O(κ3).

Substituting all expansions into (5.5.2) gives to leading order, O(κ2),

cos(β) (ϕ′′
0(ζ)− ϕ0(ζ)) + 2 (1 + α(cos(β)− 1))ϕ3

0(ζ) = 0,

which admits the localized mode

ϕ0(ζ) = S sech (ζ), S =

√
cos(β)√

1 + α(cos(β)− 1)
. (5.5.4)

The region of parameter space for which S ∈ R is defined by

(1− cos(β))α < 1, β ∈
[
0, π

2

]
∪
[
3π
2 , 2π

]
,

(1− cos(β))α > 1, β ∈
[
π
2 ,

3π
2

]
.

At the next order, O(κ3), we obtain the linear inhomogeneous equation

L−ϕ1 =
2 sin(β)S3(1− α)

cos2(β)
sech3(ζ) tanh(ζ),
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where L− = −∂2
ζ +1−2 sech2(ζ). Since L−ϕ0 = 0 and ϕ0(ζ) is even on R, a unique

odd solution exists for ϕ1(ζ), in fact, in the explicit form

ϕ1(ζ) =
sin(β)S3(1− α)

2 cos2(β)
sech(ζ) tanh(ζ). (5.5.5)

To compute the solution to higher orders, O(κn) for n ≥ 4, we have to solve a
system of inhomogeneous linear equations separately in odd and even orders of n:

L+ϕ2k = g2k(ϕ0, ϕ1, ..., ϕ2k−1), L−ϕ2k+1 = g2k+1(ϕ0, ϕ1, ..., ϕ2k), (5.5.6)

where L+ = −∂2
ζ + 1− 6 sech2(ζ), k ∈ N, and gn contains linear and cubic powers

of (ϕ0, ϕ1, ..., ϕn−1) and their derivatives up to the (n + 2)th order.
Thanks to the parity of the first two terms, we check inductively that g2k(ζ) is

even on R and g2k+1(ζ) is odd on R. Since L+ϕ
′
0(ζ) = 0 and L−ϕ0(ζ) = 0, where

ϕ′
0(ζ) is odd on R and ϕ0(ζ) is even on R, respectively, there exist unique solutions

of the linear inhomogeneous equations (5.5.6) in the space of even functions for
ϕ2k(ζ) and odd functions for ϕ2k+1(ζ). Therefore, the asymptotic expansion (5.5.3)
can be computed up to any order of κ.

To go beyond all orders of the asymptotic expansion in powers of κ, we rescale
dependent and independent variables near the singularity of the regular asymp-
totic expansion in a complex plane. The leading-order term (5.5.4) of the regular
expansion (5.5.3) has its first singularity at ζ = iπ

2 . Therefore, we take

Ψ(Z) = κϕ(ζ), Θ(Z) = κϕ(ζ), ζ = κZ +
iπ
2
. (5.5.7)

Note that because ζ ∈ C, it is no longer true that Θ(Z) = Ψ(Z). The change of
coordinates leads to a new system of equations, which we only write at the leading
order, O(κ0),

cos(β) [Ψ0(Z + 1) + Ψ0(Z − 1)− 2Ψ0(Z)]

+ i sin(β) [Ψ0(Z + 1)−Ψ0(Z − 1)− 2Ψ′
0(Z)] + F (Ψ0,Θ0) = 0, (5.5.8)

cos(β) [Θ0(Z + 1) + Θ0(Z − 1)− 2Θ0(Z)]

− i sin(β) [Θ0(Z + 1)−Θ0(Z − 1)− 2Θ′
0(Z)] + F̄ (Θ0,Ψ0) = 0, (5.5.9)

where

F (Ψ,Θ) = 2(1− α)Ψ2(Z)Θ(Z) + α cos(β)Ψ(Z)Θ(Z) (Ψ(Z + 1) + Ψ(Z − 1))

+ iα sin(β)Ψ(Z)Θ(Z) (Ψ(Z + 1)−Ψ(Z − 1)) .

The zero index indicates the leading order of the rescaled asymptotic expansion in
powers of κ,

Ψ(Z) = Ψ0(Z) +
∞∑

n=1

κ2nΨn(Z), Θ(Z) = Θ0(Z) +
∞∑

n=1

κ2nΘn(Z). (5.5.10)

By substituting Θ0(Z) = e−pZ into the second equation (5.5.9) linearized around
the zero solution, we recover the characteristic equation (5.4.6),

D0(p;β) := cos(β) (cosh(p)− 1) + i sin(β) (sinh(p)− p) = 0. (5.5.11)
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By substituting Ψ0(Z) = e−pZ into the first equation (5.5.8) linearized around the
zero solution, we obtain the conjugate characteristic equation D̄0(p;β) = 0.

If β �= π
2 , D0(p;β) = 0 has a double root p = 0 and a varying number of

imaginary roots, p ∈ iR, depending upon the value of β. Let p = ik0 be the smallest
root of D0(p;β) on the imaginary axis; moreover k0 is the only nonzero root on the
imaginary axis for β near β = π

2 . A symmetric root p = −ik0 exists for D̄0(p;β) = 0.
The system of differential advance–delay equations (5.5.8)–(5.5.9) can be refor-

mulated as a system of integral equations using the Laplace transforms,

Ψ0(Z) =
∫
γ

V0(p)e−pZdp, Θ0(Z) =
∫
γ

W0(p)e−pZdp, (5.5.12)

which gives

D̄0(p;β)V0 + V0 ∗W0 ∗ [((1− α) + α cos(β) cosh(p)− iα sin(β) sinh(p))V0] = 0,

D0(p;β)W0 + W0 ∗ V0 ∗ [((1− α) + α cos(β) cosh(p) + iα sin(β) sinh(p))W0] = 0,

where the convolution operator is defined by

(V ∗W )(p) =
∫ p

0

V (p− p1)W (p1)dp1,

and the integration is performed along a curve γ in the complex p plane.

Exercise 5.18 Show that the symmetry of integral equations implies the reduc-
tion

W0(p) = V0(−p), p ∈ C.

Let us now consider various solutions of the system of differential advance–delay
equations (5.5.8)–(5.5.9).

First, we define two particular solutions {Ψs
0(Z),Θs

0(Z)} and {Ψu
0 (Z),Θu

0 (Z)} of
this system, which lie on the stable and unstable manifolds respectively,

lim
Re(Z)→+∞

Ψs
0(Z) = lim

Re(Z)→+∞
Θs

0(Z) = 0,

lim
Re(Z)→−∞

Ψu
0 (Z) = lim

Re(Z)→−∞
Θu

0 (Z) = 0.

If a localized mode exists, then the two particular solutions coincide. The Laplace
transform (5.5.12) generates the solution {Ψs

0(Z),Θs
0(Z)} when the contour of in-

tegration γ = γs lies in the first quadrant of the complex p plane and produces
the solution {Ψu

0 (Z),Θu
0 (Z)} if γ = γu lies in the second quadrant. If there are no

singularities between the two integration contours γs and γu and {V0(p),W0(p)}
are uniformly bounded as |p| → ∞ in the upper half of the complex p plane, then
the contours could be continuously deformed into each other, implying that the
solution generated by each contour is the same, i.e.

Ψs
0(Z) = Ψu

0 (Z), Θs
0(Z) = Θu

0 (Z),

therefore a localized mode would exist. However, as mentioned previously, there
is at least one resonance p = i|k0| on the positive imaginary axis. A deformation
of the integration contours γs and γu leads to a residue contribution around the
singularity at p = i|k0|. Apart from the double root at p = 0, p = i|k0| is the
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only root on the positive imaginary axis for β near β = π
2 and all other roots are

bounded away from Re(p) = 0 by Lemma 5.11. It is hence possible to define γs and
γu to lie above these points.

Second, we are interested in the existence of the inverse power series solutions

Ψ0(Z) =
∞∑

n=1

an
Zn

, Θ0(Z) =
∞∑

n=1

bn
Zn

. (5.5.13)

Substituting (5.5.13) into system (5.5.8)–(5.5.9) gives at leading order, O(Z−3),

a1S
2 + a2

1b1 = 0, b1S
2 + b21a1 = 0,

which has a symmetric solution a1 = b1 = −iS. This solution corresponds to the
leading-order term in the expansion

ϕ0(ζ) = S sech(ζ) =
S

iκZ +O(κ3Z3)
=
−iS
κZ

(
1 +O(κ2Z2)

)
as κ→ 0.

The inverse power series in Z for Ψ0(Z) and Θ0(Z) become the power series
expansions in p for V0(p) and W0(p),

V0(p) =
∞∑

n=0

Vnp
n, W0(p) =

∞∑
n=0

Wnp
n, (5.5.14)

where V0 = W0 = −iS. Since no singularities are present in the neighborhood of
p = 0, the power series (5.5.14) converge near the origin but diverge as p approaches
the singularity at p = i|k0|.

Exercise 5.19 Substituting (5.5.14) into the system of integral equations, find
the first two terms of the power series in the form

n = 2 : V0 = W0 = −iS,

n = 3 : V1 = −W1 =
sin(β)S3(1− α)

2 cos2(β)
.

Prove that if α = 1 (the integrable AL lattice), the power series (5.5.14) are trun-
cated at the first term with n = 0.

To study the singular behavior of power series (5.5.14) near p = i|k0|, we now
consider a linearization of system (5.5.8)–(5.5.9) about the inverse power series
(5.5.13). To accommodate both cases k0 > 0 and k0 < 0, we write

Ψ0(Z) =
−iS
Z

+ ΓΨ̂(Z)e−i|k0|Z +
∞∑

n=2

an
Zn

,

Θ0(Z) =
−iS
Z

+ ΓΘ̂(Z)e−i|k0|Z +
∞∑

n=2

bn
Zn

,

where the exponential term

e−i|k0|Z = e−π|k0|/2κe−i|k0|ζ/κ

describes the beyond-all-orders effects due to the coefficient e−π|k0|/2κ becoming
exponentially small in the limit κ ↓ 0. The coefficient Γ is referred to as the Stokes
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constant and it is a measure of the amplitude of the bounded oscillatory tail. A
localized mode exists only if Γ = 0.

Substituting the expansion into system (5.5.8)–(5.5.9) and truncating the non-
linear terms to O(ζ−3) gives the linearized system for Ψ̂ and Θ̂,

cos(β)
[
Ψ̂(Z + 1)e−i|k0| + Ψ̂(Z − 1)ei|k0| − 2Ψ̂(Z)

](
1− αS2

Z2

)
+ i sin(β)

[(
Ψ̂(Z + 1)e−i|k0| − Ψ̂(Z − 1)ei|k0|

)(
1− αS2

Z2

)
− 2Ψ̂′(Z) + 2i|k0|Ψ̂(Z)

]
− 2 cos(β)

Z2

[
2Ψ̂(Z) + Θ̂(Z)

]
+O(Z−3) = 0,

cos(β)
[
Θ̂(Z + 1)e−i|k0| + Θ̂(Z − 1)ei|k0| − 2Θ̂(Z)

](
1− αS2

Z2

)
− i sin(β)

[(
Θ̂(Z + 1)e−i|k0| − Θ̂(Z − 1)ei|k0|

)(
1− αS2

Z2

)
− 2Θ̂′(Z) + 2i|k0|Θ̂(Z)

]
− 2 cos(β)

Z2

[
2Θ̂(Z) + Ψ̂(Z)

]
+O(Z−3) = 0.

Using Laurent expansions with some integer exponent r, yet to be determined,

Ψ̂(Z) =ρ1Z
r + ρ2Z

r−1 + ρ3Z
r−2 +O(Zr−3),

Θ̂(Z) =η1Z
r + η2Z

r−1 + η3Z
r−2 +O(Zr−3),

the linearized system can be solved at each successive power of Z. We hence obtain
from the first equation

O(Zr) : ρ1D0(−i|k0|;β) = 0,

O(Zr−1) : ρ2D0(−i|k0|;β) + ρ1rD
′
0(−i|k0|;β) = 0,

O(Zr−2) : ρ3D0(−i|k0|;β) + ρ2(r − 1)D′
0(−i|k0|;β) + ρ1

r(r − 1)
2

D′′
0 (−i|k0|;β)

− cos(β) (2ρ1 + η1)− sin(β)αS2|k0|ρ1 = 0,

and from the second equation

O(Zr) : η1D0(i|k0|;β) = 0,

O(Zr−1) : η2D0(i|k0|;β) + η1rD
′
0(i|k0|;β) = 0,

O(Zr−2) : η3D0(i|k0|;β) + η2(r − 1)D′
0(i|k0|;β) + η1

r(r − 1)
2

D′′
0 (i|k0|;β)

− cos(β) (2η1 + ρ1) + sin(β)αS2|k0|η1 = 0,

where derivatives of D0(p;β) are taken with respect to p at p = ±i|k0|. If β < π
2 ,

then k0 > 0 and p = ik0 is a root of D0(i|k0|;β) = 0 but not a root of D0(−i|k0|;β) �=
0. To avoid the trivial solution, we normalize η1 = 1. Since D′

0(i|k0|;β) �= 0, we find
r = 0 and obtain unique values for the coefficients of the power series, e.g.

ρ1 = 0, ρ2 = 0, ρ3 =
cos(β)

D0(−i|k0|;β)
, · · ·
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and

η1 = 1, η2 =
−2 cos(β) + sin(β)αS2|k0|

D′
0(i|k0|;β)

, · · · .

These computations give the first terms in the solution

Ψ0(Z) =
−iS
Z

+ Γ
[

cos(β)
D0(−i|k0|;β)

1
Z2

+O
(

1
Z3

)]
e−i|k0|Z +

∞∑
n=2

an
Zn

,

Θ0(Z) =
−iS
Z

+ Γ
[
1 +
−2 cos(β) + sin(β)αS2|k0|

D′
0(i|k0|;β)

1
Z

+O
(

1
Z2

)]
e−i|k0|Z +

∞∑
n=2

bn
Zn

.

If β > π
2 , then k0 < 0 and p = −i|k0| is the root of D0(−i|k0|;β) = 0 but not

a root of D0(i|k0|;β) �= 0. As a result, the role of components Ψ̂(Z) and Θ̂(Z) is
opposite to the one in the solution for β < π

2 .

Exercise 5.20 Compute the expansion for Ψ̂(Z) and Θ̂(Z) for the case β > π
2 .

After the expansions for Ψ̂(Z) and Θ̂(Z) are substituted into the Laplace trans-
forms (5.5.12), the functions V0(p) and W0(p) are found in the form

V0(p) =O ((p− i|k0|) log(p− i|k0|))− iS +
∞∑

n=2

anp
n−1,

W0(p) =
Γ

2πi(p− i|k0|)
+O(log(p− i|k0|))− iS +

∞∑
n=2

bnp
n−1,

(5.5.15)

where the pole term arises from the term e−i|k0|Z , the logarithmic terms arise from
the terms Z−me−i|k0|Z with m ≥ 1, and the power terms arise from the inverse
power terms Z−m with m ≥ 1.

The pole singularity of the solution (5.5.15) is recovered from the power series
solution (5.5.14) if the coefficients of the power series satisfy the matching condition

∞∑
n=0

Wnp
n −−−−−→

p→i|k0|

Γ
2π

1
|k0|+ ip

=
Γ

2π|k0|

∞∑
n=0

(−ip)n

|k0|n
. (5.5.16)

The Stokes constant is hence given by

K(α, β) := iΓ = 2πi|k0| lim
n→∞

(i|k0|)nWn. (5.5.17)

Formula (5.5.17) is used for numerical computations of the Stokes constant. We
shall only work with those values of β for which p = ±ik0 are the only nonzero
roots of the dispersion relations D0(p;β) = 0 and D̄0(p;β) = 0 on the imaginary
axis. For other values of β far from β = π

2 , finding a simple zero of K(α;β) is not
sufficient for the bifurcation of a localized mode of the differential advance–delay
equation (5.5.2) as we would also have to compute the Stokes constants for other
roots of the characteristic equations D0(p;β) = 0 and D̄0(p;β) = 0 on the imaginary
axis.
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Figure 5.10 The Stokes constant K(α, β) versus β for (a) α = 0 (the cubic DNLS
equation) and (b) α = 1 (the integrable AL lattice). There are no zeros of the
Stokes constant for the cubic DNLS equation while the Stokes constant for the
integrable AL lattice is always zero up to the numerical round off error. Reprinted
from [140].

Exercise 5.21 Show that if V (p) and W (p) are given by the power series (5.5.14),
then the convolution operator is given by

(V ∗W )(p) =
∞∑

n1=0

∞∑
n2=0

n1!n2!
(n1 + n2 + 1)!

Vn1Wn2p
n1+n2+1.

Let us first consider the two limiting cases: the cubic DNLS equation with
α = 0, where we expect K(0, β) �= 0 for all β ∈ (0, π) [145], and the integrable
AL lattice with α = 1, where K(1, β) ≡ 0 (Exercise 5.19). The results shown on
Figure 5.10 agree with our predictions.



5.5 Stokes constants for traveling localized modes 343

0 0.5 1 1.5
1

2

3

4

5

6

7

β

Lo
g|

K
(β

)|

1.9 2 2.1 2.2 2.3 2.4 2.5
−8

−7

−6

−5

−4

−3

−2

−1

0

β

Lo
g|

K
(β

)|

Figure 5.11 The Stokes constant K(α, β) versus β for the Salerno model with
(a) α = 0.25 and (b) α = 0.75. Zeros of K(α, β) exist at β ≈ 1.98, 2.08, 2.36 for
α = 0.75. Reprinted from [140].

Now we consider the intermediate values α ∈ (0, 1). If α < 0.5 then S ∈ R

in the domain β ∈
(
0, π

2

)
∪ ( 3π

2 , 2π). Figure 5.11 (top) shows that no zeros of
K(α, β) are found for α = 0.25. If α > 0.5, computations are extended to the
domain β ∈ (π2 ,

3π
2 ), where S ∈ R. Figure 5.11 (bottom) shows a number of zeros

of K(α, β) in the interval with β > π
2 . The number of zeros of K(α, β) depends on

the value of α and each zero moves towards the point β = π
2 as α→ 1.

We would expect the solution curves for localized modes of the differential
advance–delay equation (5.5.2) to approach the curves for the zeros of K(α, β) as κ
is reduced towards zero. Numerically, it is easier to compute the solution curves for
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Figure 5.12 (a) Continuation of numerical solutions to the differential advance–
delay equation (5.5.2) for varying α and β with κ = 0.3 (dash-dot line), κ = 0.5
(solid line) and κ= 1 (dashed line). As β is reduced, a fold bifurcation occurs and
the single-humped localized mode splits into a double-humped one. Continuation
of the first zero of the Stokes constant K(α, β) is shown as a solid black line. Dot-
ted vertical lines indicate the special points β = π

2
and β = β1 (more resonances

occur for β > β1). (b) Profiles |Φ(Z)| along the continuation branch with κ = 0.5
showing the splitting of single-humped localized modes into double-humped ones.
Reprinted from [140].

a fixed nonzero value of κ in the (α, β) plane and reduce the value of κ. Such contin-
uations for nonzero values of κ are shown in Figure 5.12(a). Three existence curves
for κ = 0.3, 0.5, 1 are computed numerically and these curves approach the line
K(α, β) = 0 for β > π

2 as κ becomes smaller. All existence curves have a fold point
at the maximum value of α for some value of β < π

2 , which approaches the point
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Figure 5.13 Top: continuation of zeros of the Stokes constant K(α, β) (solid lines)
along with the corresponding branches of numerical solutions for κ = 0.5 (dashed
lines). For β < π

2
the localized modes are multi-humped. The number of humps

corresponding to each branch (I–IV) is shown in the other panels for α = 0.5 and
β = 1.327 (I), β = 1.206 (II), β = 1.217 (III), and β = 1.175 (IV). Reprinted
from [140].

(α, β) =
(
1, π

2

)
as κ→ 0. For β less than this fold point the single-humped localized

mode splits into a double-humped localized mode as shown in Figure 5.12(b). The
existence of localized modes for β > π

2 agrees with Figure 5.9 (Section 5.3), where
a localized mode was found numerically for α = 0.7, β = 7π

8 , and some values of κ.
Figure 5.13 (top) illustrates the correspondence between subsequent zeros of

K(α, β) shown by solid lines and the existence curves shown by dashed lines, for



346 Traveling localized modes in lattices

κ = 0.5. As in the previous case, all the lines of K(α, β) = 0 originate from the
point (α, β) =

(
1, π

2

)
and the numerical approximations to solutions of the differen-

tial advance–delay equation (5.5.2) match up well with the lines of K(α, β) = 0 for
β > π

2 . In contrast, for β < π
2 the branches experience a fold with respect to α and

the corresponding single-humped localized modes become multi-humped localized
modes as β is decreased. The number of humps on each branch is shown on the
other panels of Figure 5.13. The number of humps increases as α is decreased for a
fixed value of β.

Figures 5.12 and 5.13 illustrate the two analytical results in Sections 5.3 and 5.4.
First, the branches of single-humped localized modes for β > π

2 terminate for values
of α > 0.5 away from the cubic DNLS equation with α = 0, while the branches of
multi-humped localized modes for β < π

2 extend to the cubic DNLS equation with
α = 0. On the other hand, both figures suggest that all existence curves for a fixed
value of κ have a fold point for α < 1 away from the integrable AL lattice with
α = 1, indicating that the solutions of the integrable AL lattice do not persist for
α �= 1 and a fixed value of κ > 0.

5.6 Traveling localized modes in periodic potentials

All examples of the previous sections were devoted to traveling localized modes in
the generalized DNLS equation. The DNLS equation is a reduction of the Gross–
Pitaevskii equation in the limit of large-amplitude periodic potentials (Section 2.4).
In particular, the spectrum of the linearized DNLS equation is a zoom of a single
spectral band of the Schrödinger operator with a periodic potential. As a conse-
quence, a traveling localized mode may have only one resonance with linear eigen-
modes of the DNLS equation.

Let us now consider the existence of traveling localized modes in the Gross–
Pitaevskii equation,

iut = −uxx + V (x)u− |u|2u, (5.6.1)

where u(x, t) : R × R+ → C and V (x) : R → R is a bounded and 2π-periodic
potential.

We will see that a traveling localized mode has infinitely many resonances with
linear eigenmodes of the Schrödinger operator L = −∂2

x + V (x) that has infinitely
many spectral bands. As a result, bifurcations of traveling localized modes in the
Gross–Pitaevskii equation (5.6.1) have codimension infinity. In view of the delicacy
in the search of traveling localized modes in the DNLS equation (Sections 5.3–5.5),
the presence of infinitely many resonances rules out any realistic hope that the trav-
eling localized modes would exist in the Gross–Pitaevskii equation (5.6.1). This may
explain why no exact traveling localized modes were found in the Gross–Pitaevskii
equation although such solutions were successfully constructed for the DNLS equa-
tion, e.g. by Flach & Kladko [57] and Khare et al. [114].

Although direct analysis of the Gross–Pitaevskii equation (5.6.1) is also possible,
we shall simplify the formalism in the limit of the small-amplitude periodic potential
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V (x). In this limit, the nonlinear Dirac equations describe narrow band gaps be-
tween two adjacent spectral bands (Section 2.2) and the nonlinear Schrödinger
equation describes a semi-infinite band gap below the lowest spectral band (Sec-
tion 2.3). Our analysis follows the work of Pelinovsky & Schneider [163] where the
nonlinear Dirac equations are considered; however, details are further simplified
using the nonlinear Schrödinger equation for the semi-infinite band gap.

Let us represent the small-amplitude periodic potential V (x) by the Fourier series

V (x) = ε
∑
m∈Z

Vmeimx, (5.6.2)

where ε > 0 is a small parameter, V0 = 0, and Vm = V−m = V̄m for all m ∈ N.
These constraints imply that V (x) is a real-valued 2π-periodic function with zero
mean and even symmetry on R.

Recall that an asymptotic solution of the Gross–Pitaevskii equation (5.6.1) for
small values of ε > 0 can be represented in the form

u(x, t) = ε1/2a(ε1/2x, εt) +O(ε3/2), (5.6.3)

where a(X,T ) satisfies the cubic NLS equation,

iaT + aXX + |a|2a = 0, (5.6.4)

in slow variables X = ε1/2x and T = εt. There exists a traveling soliton of the NLS
equation (5.6.4),

a(X,T ) = A(X − 2γT ) eiγ(X−γT )−iΩT , A(X) =
√

2|Ω| sech(
√
|Ω|X), (5.6.5)

for any Ω < 0 and γ ∈ R. Note that

A(X) = Ā(−X) = Ā(X), (5.6.6)

because the trivial parameters of spatial translations and phase rotations are set to
zero.

When γ = 0 in (5.6.5), the stationary localized mode of the NLS equation
(5.6.4) persists as the stationary localized mode of the Gross–Pitaevskii equa-
tion (5.6.1) (Section 2.3.2). Here we shall study persistence of the traveling lo-
calized mode of the NLS equation (5.6.4) when γ �= 0 in (5.6.5). We show that
the corresponding traveling solution of the Gross–Pitaevskii equation (5.6.1) has a
bounded oscillatory tail in the far-field profile, which is not accounted for in the NLS
equation (5.6.4).

From a technical point of view, our analysis relies on the modification of spatial
dynamics methods developed for the persistence of small-amplitude localized mod-
ulated pulses in the nonlinear Klein–Gordon and Maxwell equations by Groves &
Schneider [80, 81, 82]. Similar to these works, we will show that a local center
manifold of a spatial dynamical system for traveling localized modes of the Gross–
Pitaevskii equation (5.6.1) spanned by bounded oscillatory modes destroys an ex-
ponential localization of the solutions along the directions of the slow stable and
unstable manifolds. As a result, the spatial field of these solutions decays to small-
amplitude oscillatory modes in the far-field regions. This is yet another indication
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that resonances with linear oscillation modes become obstacles in the bifurcation
of traveling localized modes in lattices and periodic potentials.

Let us also mention that propagation of a moving solitary wave in the focusing
Gross–Pitaevskii equation (5.6.1) with a periodic potential V (x) of a large period
is an old physical problem (see review by Sánchez & Bishop [178]). An effective
particle equation is usually derived in this limit by a heuristic asymptotic expansion.
The particle equation describes a steady propagation of the moving solitary wave.
The radiation effects from the moving solitary wave in the far-field regions appear
beyond all orders of the asymptotic expansion. This picture gives a good intuition
on what to expect in the time evolution of a traveling localized mode in a periodic
potential but it lacks rigor. The spatial dynamics methods replace this qualitative
picture with rigorous analysis.

Since the space and time variables of the Gross–Pitaevskii equation (5.6.1) are
not separated for a traveling localized mode, we shall look for traveling solutions
in the form

u(x, t) = ψ(x, y)eic(x−ct)−iωt, y = x− 2ct,

where (ω, c) ∈ R
2 are parameters. Coordinates (x, y) are linearly independent if

c �= 0. For simplicity, we only consider the case c > 0. The envelope function
ψ(x, y) satisfies the partial differential equation(

ω + 2ic∂x + ∂2
x + 2∂x∂y + ∂2

y

)
ψ(x, y) = V (x)ψ(x, y)− |ψ(x, y)|2ψ(x, y). (5.6.7)

To accommodate the traveling localized mode according to the leading-order
representations (5.6.3) and (5.6.5), we shall look for 2π-periodic functions ψ(x, y)
in variable x and bounded solutions ψ(x, y) in variable y on R. Therefore, we write

ψ(x, y) = ε1/2
∑
m∈Z

ψm(y)eimx, (5.6.8)

where ε > 0 is the same small parameter as in the potential V (x).
The series representation (5.6.8) transforms the partial differential equation (5.6.7)

to an infinite system of ordinary differential equations

ψ′′
m(y) + 2imψ′

m(y) +
(
ω −m2 − 2cm

)
ψm(y) = ε

∑
m1∈Z

Vm−m1ψm1(y)

− ε
∑
m1∈Z

∑
m2∈Z

ψm1(y)ψ̄−m2(y)ψm−m1−m2(y), m ∈ Z. (5.6.9)

The left-hand side of system (5.6.9) represents the linearized system for ε = 0,

ψ′′
m(y) + 2imψ′

m(y) +
(
ω −m2 − 2cm

)
ψm(y) = 0. (5.6.10)

Solutions of this system are given by the eigenmodes ψm(y) ∼ eκy, where κ is
determined by the roots of the quadratic equation,

κ2 + 2imκ + ω −m2 − 2cm = 0, m ∈ Z. (5.6.11)

If ω = 0 (bifurcation case), the two roots of the quadratic equations (5.6.11) are
given by

ω = 0 : κ = κ±
m = −im±

√
2cm, m ∈ Z. (5.6.12)
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If c > 0 (for convenience) and m > 0, both roots are complex-valued with

Re(κ±
m) = ±

√
2cm �= 0 and Im(κ±

m) = −m. (5.6.13)

If m ≤ 0, both roots κ are purely imaginary with

κ±
m = ik±m and k±m = −m±

√
2c|m|. (5.6.14)

Let E±
m = span{eκ±

my} be the subspace in a phase space of the linearized system
(5.6.10). The following two lemmas give useful results about this system.

Lemma 5.12 Let ω = 0 and c > 0. The phase space of the linearized system
(5.6.10) decomposes into a direct sum of infinite-dimensional subspaces Es⊕Eu⊕
E0 ⊕ Ec, where

Eu =
⊕
m>0

E+
m, Es =

⊕
m>0

E−
m, E0 = E+

0 ⊕ E−
0

and

Ec =

(⊕
m<0

E+
m

)
⊕
(⊕

m<0

E−
m

)
.

The double zero root κ = 0 is associated to the subspace E0. The purely imaginary
roots κ ∈ iR are semi-simple. All other roots κ ∈ C are simple.

Proof Let κ = κ0 be a double root of the quadratic equation (5.6.11). Then,
κ0 = −im and this implies that if ω = 0, then m = 0. Therefore, all nonzero
roots for m �= 0 are semi-simple. When m > 0, all roots are complex-valued and
simple.

Remark 5.5 Subspaces Es, Eu, and E0⊕Ec define stable, unstable, and center
manifolds of the linearized system (5.6.10).

Lemma 5.13 Consider a linear inhomogeneous equation(
−∂2

y − 2im∂y + m2 + 2mc
)
ψm(y) = Fm(y), m > 0,

where Fm ∈ C0
b (R). There exists a unique solution ψm ∈ C2

b (R), such that

‖ψm‖L∞ ≤ 1
2cm
‖Fm‖L∞ .

Proof Let ψm(y) = e−imyϕm(y). The function ϕm(y) solves the inhomogeneous
Schrödinger equation(

β2 − ∂2
y

)
ϕm(y) = Fm(y)eimy, where β =

√
2cm.

Since the solutions of the homogeneous equation are exponentially decaying and
growing as ϕm ∼ e±βy, there exists a unique bounded solution of the inhomogeneous
equation in the integral form

ϕm(y) =
1
2β

∫ ∞

−∞
e−β|y−y′|Fm(y′)eimy′

dy′,

such that ‖ϕm‖L∞ ≤ (1/β2)‖Fm‖L∞ .
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Using Lemma 5.13 and the Implicit Function Theorem (Appendix B.7), one can
solve for small ε > 0 all equations of system (5.6.9) for m > 0 and parameterize
solutions ψm(y) for m > 0 in terms of bounded components ψm(y) for m ≤ 0.
However, we do not perform this parameterization, since we intend to write system
(5.6.9) as a Hamiltonian system with a local symplectic structure and use the for-
malism of near-identity transformations and normal forms. The following theorem
formulates the main result of this section.

Theorem 5.8 Let c > 0, ω = εΩ with an ε-independent Ω < 0. Fix N ∈ N.
Assume that V ∈ Hs

per(R) for a fixed s > 1
2 and V (−x) = V (x) for all x ∈ R. For

sufficiently small ε, there are ε-independent constants L > 0 and C > 0, such that
the Gross–Pitaevskii equation (5.6.1) admits an infinite-dimensional, continuous
family of traveling solutions in the form

u(x, t) = ε1/2ψ(x, y)eic(x−ct)−iωt, y = x− 2ct,

where the function ψ(x, y) is a periodic function of x satisfying the reversibility
constraint

ψ(x, y) = ψ̄(x,−y),

and the bound∣∣∣ψ(x, y)−Aε(ε1/2y)
∣∣∣ ≤ CεN , x ∈ R, y ∈ [−L/εN+1, L/εN+1].

Here Aε(Y ) = A(Y )+O(ε) for Y = ε1/2y ∈ R is an exponentially decaying solution
as |Y | → ∞ satisfying the reversibility constraint

Aε(Y ) = Āε(−Y ),

with A(Y ) =
√

2|Ω| sech(
√
|Ω|Y ).

Remark 5.6 The solution ψ(x, y) is a bounded non-decaying function on a large
finite interval [−L/εN+1, L/εN+1] ⊂ R but we do not claim that the solution ψ(x, y)
can be extended globally on R. The localized solution Aε(Y ) is defined up to the
terms of O(εN ) and it satisfies an extended NLS equation. The bounded oscillatory
tails are expected to be exponentially small in ε on an exponentially large scale of
y-axis according to the analysis of Groves & Schneider [82].

The proof of Theorem 5.8 relies on the Hamiltonian formulation subject to re-
versibility constraints, the near-identity transformations, and the construction of a
local center–stable manifold in the spatial dynamical system.

The system of second-order equations (5.6.9) can be written as the system of
first-order equations which admits a symplectic Hamiltonian structure. Let ω = εΩ
and denote

φm(y) = ψ′
m(y) + imψm(y), m ∈ Z.



5.6 Traveling localized modes in periodic potentials 351

System (5.6.9) is equivalent to the first-order system⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

dψm

dy
=φm − imψm,

dφm

dy
= 2cmψm − imφm − εΩψm

+ ε
∑
m1∈Z

Vm−m1ψm1 − ε
∑
m1∈Z

∑
m2∈Z

ψm1 ψ̄−m2ψm−m1−m2 .

(5.6.15)

Let ψ denote a vector consisting of elements of the set {ψm}m∈Z. The variables
{ψ,φ, ψ̄, φ̄} are canonical because system (5.6.15) is equivalent to the following
system:

dψm

dy
=

∂H

∂φ̄m
,

dφm

dy
= − ∂H

∂ψ̄m
, m ∈ Z, (5.6.16)

where H = H(ψ,φ, ψ̄, φ̄) is the Hamiltonian function given by

H =
∑
m∈Z

(
|φm|2 − 2cm|ψm|2 − im(ψmφ̄m − ψ̄mφm) + εΩ|ψm|2

)
− ε

∑
m∈Z

∑
m1∈Z

Vm−m1ψm1 ψ̄m +
ε

2

∑
m∈Z

∑
m1∈Z

∑
m2∈Z

ψm1 ψ̄−m2ψm−m1−m2 ψ̄m.

Since l2s(Z) is a Banach algebra with respect to convolution sums for any s > 1
2

(Appendix B.1), the convolution sums in the nonlinear system (5.6.15) map ψ ∈
l2s(Z) to an element of l2s(Z) if V ∈ l2s(Z) for a fixed s > 1

2 . The linear terms of
system (5.6.15) map, however, an element of Ds ⊂ X to an element of X, where

Ds =
{
(ψ,φ, ψ̄, φ̄) ∈ l2s+1(Z

′,C4)
}
, X =

{
(ψ,φ, ψ̄, φ̄) ∈ l2s(Z

′,C4)
}
, s ≥ 0.

Combining the two facts together, we note that X with s > 1
2 can be chosen as the

phase space of the dynamical system (5.6.15).
If Vm = V−m for all m ∈ Z (thanks to the symmetry of V (x) about x = 0), the

Hamiltonian system (5.6.15) is reversible and its solutions are invariant under the
transformation

ψ(y) �→ ψ̄(−y), φ(y) �→ −φ̄(−y), y ∈ R. (5.6.17)

Reversible solutions satisfy the reduction

ψ(y) = ψ̄(−y), φ(y) = −φ̄(−y), y ∈ R. (5.6.18)

If a local solution of system (5.6.15) is constructed on y ∈ R+ and it intersects at
y = 0 with the reversibility hyperplane,

Σ =
{
(ψ,φ, ψ̄, φ̄) ∈ Ds : Im(ψ) = 0, Re(φ) = 0

}
, (5.6.19)

then the solution is extended to a global reversible solution in Ds for all y ∈ R

using the reversibility transformation (5.6.17).

Exercise 5.22 Introduce normal coordinates,

m < 0 : ψm =
c+m(y) + c−m(y)√

2 4
√
−2cm

, φm = i 4
√
−2cm

c+m(y)− c−m(y)√
2
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and

m > 0 : ψm =
c+m(y) + c−m(y)√

2 4
√

2cm
, φm = 4

√
2cm

c+m(y)− c−m(y)√
2

.

Show that the Hamiltonian function H(ψ,φ, ψ̄, φ̄) at ε = 0 transforms to the form

H = |φ0|2 +
∑
m<0

(
k+
m|c+m|2 − k−m|c−m|2

)
+
∑
m>0

(
κ−
mc−mc̄+m − κ+

mc+mc̄−m
)
,

where k±m and κ±
m are defined by (5.6.13) and (5.6.14).

The formal truncation of the Hamiltonian function H at the mode with m = 0
leads to the NLS equation. To make it rigorous, we need to use the near-identity
transformations of the Hamiltonian function and to derive an extended NLS equa-
tion, where we can prove persistence of a homoclinic orbit under the reversibility
constraint. To do so, let us consider the subspace of the phase space of the dynamical
system (5.6.15):

S = {φm = ψm = 0, m ∈ Z\{0}} . (5.6.20)

The formal truncation of H on the subspace S gives

H|S = |φ0|2 + εΩ|ψ0|2 +
ε

2
|ψ0|4,

where we have set V0 = 0 for convenience. The Hamiltonian function H|S generates
the system of equations, which results in the stationary NLS equation,

ψ′′
0 (Y ) + Ωψ0(Y ) + |ψ0(Y )|2ψ0(Y ) = 0, Y = ε1/2y, (5.6.21)

where φ0(Y ) = ε1/2ψ′
0(Y ). Equation (5.6.21) is nothing but a reduction of the NLS

equation (5.6.4) for solutions a(X,T ) = ψ0(X)e−iΩT with X = Y and ψ0(X) =√
2|Ω| sech(

√
|Ω|Y ) for Ω < 0.

Note that although the second-order equation (5.6.21) is formulated in the four-
dimensional phase space, it has translational and gauge symmetries. A reversible
homoclinic orbit satisfying the constraints

ψ0(Y ) = ψ̄0(−Y ) = ψ̄0(Y ), Y ∈ R,

is unique and is defined on the phase plane (ψ0, φ0) of a planar Hamiltonian system
generated by H|S .

To use the reduction of the dynamical system (5.6.15) on the subspace S and
persistence of the reversible homoclinic orbit in a planar Hamiltonian system, we
extend the second-order equation (5.6.21) with near-identity transformations and
the normal form theory.

Lemma 5.14 Fix c > 0 and s > 1
2 . For each N ∈ N and sufficiently small ε > 0,

there is a near-identity, analytic, symplectic change of coordinates in a neighborhood
of the origin in X, such that the Hamiltonian function H transforms to the normal
form up to the order of O(εN+1),

H̃ = |φ0|2 +
∑
m<0

(
k+
m|c+m|2 − k−m|c−m|2

)
+
∑
m>0

(
κ−
mc−mc̄+m − κ+

mc+mc̄−m
)

+ εHS(ψ0, ψ̄0) + εHT (ψ0, ψ̄0, c+, c−) + εN+1HR(ψ0, ψ̄0, c+, c−),
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where HS is a polynomial of degree 2N + 2 in (ψ0, ψ̄0), HT is a polynomial of
degree 2N in (ψ0, ψ̄0) and of degree 4 with no linear terms in all other variables
(c+, c−), and HR is a polynomial of degree 8N +4 in (ψ0, ψ̄0) and of degree 4 in all
other variables (c+, c−). All components HS, HT and HR depend on ε as follows:
HS and HT are polynomials in ε of degree N − 1, and HR is a polynomial in ε of
degree 3N − 1. The reversibility constraint (5.6.18) is preserved by the change of
the variables.

Remark 5.7 Vectors c± with components {c±m}m∈Z\{0} in Lemma 5.14 corre-
spond to the normal coordinates in Exercise 5.22.

Proof The existence of a near-identity symplectic transformation follows from the
fact that the non-resonance conditions

lκ0 − κ±
m �= 0, l ∈ Z, m ∈ Z

are satisfied since κ0 = 0 and all other eigenvalues are nonzero and semi-simple for
ε = 0. The transformation is analytic in a local neighborhood of the origin in X

as the vector field of the dynamical system (5.6.15) is analytic (given by a cubic
polynomial). The reversibility constraint (5.6.18) is preserved by the symplectic
change of variables. The count of the degree of polynomials HS , HT and HR follows
from the fact that the vector field of the dynamical system (5.6.15) contains only
linear and cubic terms in normal coordinates and the near-identity transformation
of (c+, c−) up to the order O(εN+1) involves a polynomial of degree N in ε and of
degree 2N + 1 in (ψ0, ψ̄0).

For each N ∈ N, the subspace S defined by (5.6.20) is an invariant subspace
of the dynamical system (5.6.15) if the Hamiltonian function H̃ is truncated at
HR ≡ 0. The dynamics on S is given by the Hamiltonian system

ψ′′
0 (Y ) +

∂HS

∂ψ̄0
= 0, Y = ε1/2y. (5.6.22)

If N = 1, the extended equation (5.6.22) transforms to the stationary NLS equation
(5.6.21), where a unique reversible homoclinic orbit exists for Ω < 0. We shall
prove the persistence of the reversible homoclinic orbit in the extended equation
(5.6.22).

Lemma 5.15 For each N ∈ N and a sufficiently small ε, there exists a reversible
homoclinic orbit of system (5.6.22) for Ω < 0 such that

ψ0(Y ) = ψ̄0(−Y ) = ψ̄(Y ) (5.6.23)

and

∃γ > 0, ∃C > 0 : |ψ0(Y )| ≤ Ce−γ|Y |, Y ∈ R. (5.6.24)

Proof Hamiltonian system (5.6.22) is integrable thanks to the first invariant

E =
∣∣∣∣dψ0

dY

∣∣∣∣2 + Hs(ψ0, ψ̄0),
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where E = 0 for localized modes. In addition, it has real coefficients and reduces
to the second-order equation if ψ = ψ̄0. If ε = 0, the equilibrium state ψ0 = 0 is a
saddle point and there exists a turning point with ψ′

0(0) = 0 for Ω < 0. Therefore,
a unique reversible homoclinic orbit exists. By Lemma 5.14, Hs(ψ0, ψ̄0) is given
by a polynomial of degree 2N + 2 in ψ0 and of degree N − 1 in ε. Therefore, the
equilibrium state ψ0 = 0 persists as a saddle point and the turning point with
ψ′

0(0) = 0 persists in ε.

We study solutions of system (5.6.15) after the normal form transformations of
Lemma 5.14. We construct a local solution for all y ∈ [0, L/εN+1] for some ε-
independent constant L > 0, which is close in the function space X for s > 1

2 to the
homoclinic orbit of Lemma 5.15 by the distance CεN , where C > 0 is ε-independent.
This solution represents an infinite-dimensional local center–stable manifold and it
is spanned by small oscillatory and small exponentially decaying solutions near an
exponentially decaying solution of Lemma 5.15. Parameters of the local center–
stable manifold are chosen to ensure that the manifold intersects at y = 0 with the
reversibility hyperplane Σ given by (5.6.19). This construction completes the proof
of Theorem 5.8.

Using Lemma 5.14 and the explicit representation of the Hamiltonian function
H̃ in new variables (ψ0, φ0) and c = (c+, c−), we rewrite the set of equations in the
separated form

ψ′′
0 (y) = εFS(ψ0) + εFT (ψ0, c) + εN+1FR(ψ0, c), (5.6.25)

c′(y) = Λεc + εFT (ψ0, c) + εN+1FR(ψ0, c), (5.6.26)

where Λε denotes the matrix operator for the linear terms of the system and
(FS , FT , FR,FT ,FR) denote the nonlinear (polynomial) terms.

Lemma 5.16 Let c > 0 and Ω < 0. For sufficiently small ε > 0, the linearization
of system (5.6.25)–(5.6.26) is topologically equivalent to the one for ε = 0, except
that the double zero eigenvalue splits into a symmetric pair of real eigenvalues.

Proof Thanks to the explicit form, Λε = Λ0 + εΛ1(ε), where Λ0 is a diagonal
unbounded matrix operator which consists of {ik+

m,−ik−m} for all m < 0 and of
{κ+

m, κ−
m} for all m > 0. The matrix operator εΛ1(ε) is a small perturbation to Λ0

if V ∈ l2s(Z) for a fixed s > 1
2 and ε > 0 is sufficiently small. By Lemma 5.12,

all eigenvalues of Λ0 are semi-simple. Therefore, they are structurally stable with
respect to perturbations for sufficiently small ε �= 0. The double zero eigenvalue
splits according to the linearization of the extended system (5.6.22).

We have seen that the truncated system (5.6.25)–(5.6.26) with FR ≡ 0 and
FR ≡ 0 admits an invariant reduction on S. By Lemma 5.15, the extended second-
order equation (5.6.22) has a reversible homoclinic orbit, which satisfies the decay
bound (5.6.24). This construction enables us to rewrite ψ0(y) as ψ0(ε1/2y) + ϕ(y),
where ψ0(Y ) is the reversible homoclinic orbit of Lemma 5.15 with Y = ε1/2y and
ϕ(y) is a perturbation term. As a result, system (5.6.25)–(5.6.26) is rewritten in



5.6 Traveling localized modes in periodic potentials 355

the equivalent form

ϕ′′(y) = εLεϕ + εGT (ϕ, c) + εN+1GR(ψ0 + ϕ, c), (5.6.27)

c′(y) = Λεc + εFT (ψ0 + ϕ, c) + εN+1FR(ψ0 + ϕ, c), (5.6.28)

where Lε = Dψ0FS(ψ0) is the Jacobian operator and (GT , GR) is the nonlinear
vector field obtained from system (5.6.25). We note that the function GT combines
the nonlinear terms in ϕ from FS and the nonlinear terms in ψ0 + ϕ from FT .

Exercise 5.23 Let N = 2 and compute the coefficients of Lε, Λε, GT , and FT

explicitly.

Lemma 5.17 Consider the linear inhomogeneous equation

d2ϕ

dy2
− εLεϕ = F0(y), (5.6.29)

where F0 ∈ C0
b (R) is real-valued. If F0(y) = F0(−y) for all y ∈ R, then there exists

a one-parameter family of solutions ϕ ∈ C2
b (R) in the form ϕ = αψ′

0(Y ) + ϕ̃(y),
where α ∈ R and ϕ̃ satisfies

‖ϕ̃‖L∞ ≤ C

ε
‖F0‖L∞ (5.6.30)

for an ε-independent constant C > 0.

Proof Thanks to the translational invariance of the extended second-order equa-
tion (5.6.22), ψ′

0(Y ) satisfies the homogeneous equation

d2ϕ

dy2
− εLεϕ = 0.

The zero eigenvalue of the self-adjoint operator −∂2
y + εLε is isolated from the rest

of the spectrum. By the Fredholm Alternative Theorem (Appendix B.4), a solution
of the linear inhomogeneous equation (5.6.29) is bounded for all y ∈ R if and only
if 〈ψ′

0, F0〉L2 = 0. If F0 is even on R, then the constraint is trivially met. Since
the norm in L∞(R) is invariant with respect to the transformation y �→ Y = ε1/2y,
there exists a solution ϕ̃ ∈ C2

b (R) of the inhomogeneous equation (5.6.29) satisfying
bound (5.6.30). A general solution of this equation is a linear combination in the
form αψ′

0(Y ) + ϕ̃(y), where α ∈ R.

Lemma 5.18 Fix s > 1
2 . The nonlinear vector field of system (5.6.27)–(5.6.28)

satisfies the bounds

|GR| ≤ NR (|ψ0 + ϕ|+ ‖c‖X) , ‖FR‖X ≤MR (|ψ0 + ϕ|+ ‖c‖X) ,

|GT | ≤ NT

(
|ϕ|2 + ‖c‖2X

)
, ‖FT ‖X ≤MT (|ψ0 + ϕ|+ ‖c‖X) ‖c‖X ,

for some NR,MR, NT ,MT > 0.

Proof System (5.6.27)–(5.6.28) is semi-linear and the vector field is a polynomial
acting on Ds ⊂ X, where X is the Banach algebra for s > 1

2 . Characterization of
GT and FT is based on the fact that the Hamiltonian function HT is quadratic
with respect to c by Lemma 5.14.
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A local neighborhood of the zero point in the phase space X can be decomposed
into the subspaces determined by the respective subspaces of the linearized system
(Lemma 5.12),

X = X0 ⊕Xc ⊕Xu ⊕Xs ≡ X0 ⊕X⊥
0 , (5.6.31)

where Xs and Xu are associated with the subspaces Es and Eu, while X0 and Xc

are associated with the subspaces E0 and Ec, respectively. The following theorem
completes the construction of a local center–stable manifold.

Theorem 5.9 Let a ∈ Xc, b ∈ Xs and α ∈ R be small such that

‖a‖Xc
≤ Caε

N , ‖b‖Xs
≤ Cbε

N , |α| ≤ Cαε
N (5.6.32)

for some ε-independent constants Ca, Cb, Cα > 0. Under the conditions of Lemma
5.16, there exists a family of local solutions ψ0(y;a,b, α) and c(y;a,b, α) of system
(5.6.27)–(5.6.28) such that

cc(0) = a, cs = eyΛsb + c̃s(y), ϕ = αψ′
0(Y ) + ϕ̃(y), (5.6.33)

where c̃s(y) and ϕ̃(y) are uniquely defined and the family of local solutions satisfies
the bound

sup
y∈[0,L/εN+1]

|ϕ| ≤ Chε
N , sup

y∈[0,L/εN+1]

‖c(y)‖X ≤ CεN , (5.6.34)

for some ε-independent constants L > 0 and Ch, C > 0.

Proof We modify system (5.6.27)–(5.6.28) by the following trick. We multiply
the nonlinear vector field of system (5.6.28) by the cut-off function χ[0,y0](y), such
that

c′(y)− Λεc = εχ[0,y0](y)FT (ψ0 + ϕ, c) + εN+1χ[0,y0](y)FR(ψ0 + ϕ, c), (5.6.35)

where χ[0,y0](y) is the characteristic function on [0, y0]. Similarly, we multiply the
nonlinear vector field of system (5.6.27) by the cut-off function χ[0,y0](y) and add
a symmetrically reflected vector field multiplied by the cut-off function χ[−y0,0](y),
such that

ϕ′′(y)− εLεϕ = εχ[0,y0](y)GT (ϕ, c) + εN+1χ[0,y0](y)GR(ψ0 + ϕ, c)

+ εχ[−y0,0](y)GT (ϕ, c) + εN+1χ[−y0,0](y)GR(ψ0 + ϕ, c). (5.6.36)

We are looking for a global solution of system (5.6.35)–(5.6.36) in the space
of bounded continuous functions C0

b (R). By uniqueness of solutions of semi-linear
differential equations, this global solution coincides with a local solution of system
(5.6.27)–(5.6.28) for all y ∈ [0, y0] ⊂ R.

Let cs(y) = eyΛsb + c̃s(y) and look for a solution c̃s(y) and cu(y) of sys-
tem (5.6.35) projected to Xs and Xu. By Lemmas 5.13, 5.18, and the Implicit
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Function Theorem (Appendix B.7), there exists a unique map from C0
b (R, Xh⊕Xc)

to C0
b (R, Xu ⊕Xs) such that

sup
∀y∈[0,y0]

(‖cu(y)‖Xu
+ ‖cs(y)‖Xs

)

≤ ‖b‖Xs
+ εM1 sup

∀y∈[0,y0]

((1 + |ϕ(y)|+ ‖cc(y)‖Xc
) ‖cc(y)‖Xc

)

+ εN+1M2 sup
∀y∈[0,y0]

(1 + |ϕ(y)|+ ‖cc(y)‖Xc
) , (5.6.37)

for some M1,M2 > 0. To use Lemma 5.13, we note that the linear part of the
system for cs and cu is not affected by the near-identity transformations of Lemma
5.14, so that it can be converted back to the scalar second-order equation.

Let ϕ(y) = αψ′
0(Y ) + ϕ̃(y) and look for a solution ϕ̃(y) of system (5.6.36). Since

the modified vector field is even for all y ∈ R, by Lemmas 5.17, 5.18, bound (5.6.37),
and the Implicit Function Theorem again, there exists a unique map from C0

b (R, Xc)
to C0

b (R, Xh) such that

sup
∀y∈[0,y0]

|ϕ(y)| ≤ |α|+ M3 sup
∀y∈[0,y0]

‖cc(y)‖2Xc

+ εNM4 sup
∀y∈[0,y0]

(1 + ‖cc(y)‖Xc
) , (5.6.38)

for some M3,M4 > 0.
Since the spectrum of Λc consists of pairs of semi-simple purely imaginary eigen-

values, the operator Λc generates a strongly continuous group eyΛc for all y ∈ R on
Xc such that

∃K > 0 : sup
∀y∈R

‖eyΛc‖Xc→Xc
≤ K. (5.6.39)

By variation of constant formula, the solution of system (5.6.35) projected to Xc

can be rewritten in the integral form

cc(y) = eyΛca + ε

∫ y

0

e(y−y′)ΛcPcFT (ψ0(ε1/2y′) + ϕ(y′), c(y′))dy′

+ εN+1

∫ y

0

e(y−y′)ΛcPcFR(ψ0(ε1/2y′) + ϕ(y′), c(y′))dy′, (5.6.40)

where a = cc(0) and Pc is the projection operator to Xc.
Using bound (5.6.24) for ψ0(ε1/2y) and bounds (5.6.37) and (5.6.38) on the com-

ponents cs, cu, and ch, the integral equation (5.6.40) results in the bound

sup
∀y∈[0,y0]

‖cc(y)‖Xc
≤ K

(
‖a‖Xc

+ ‖b‖Xs
+ |α|

+ εM5

∫ y0

0

|ψ0(ε1/2y)|‖cc(y)‖Xc
dy + εy0M6 sup

∀y∈[0,y0]

‖cc(y)‖2Xc

+ εN+1M7

∫ y0

0

|ψ0(ε1/2y)|dy + εN+1y0M8 sup
∀y∈[0,y0]

‖cc(y)‖Xc

)
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for some M5,M6,M7,M8 > 0. By the Gronwall inequality (Appendix B.6), we have
thus obtained that

sup
∀y∈[0,y0]

‖cc(y)‖Xc
≤ KeεKM5

∫ y0
0 |ψ0(ε

1/2y)|dy

(
‖a‖Xc

+ ‖b‖Xs
+ |α|+ εNM9

+ εy0M6 sup
∀y∈[0,y0]

‖cc(y)‖2Xc
+ εN+1y0M8 sup

∀y∈[0,y0]

‖cc(y)‖Xc

)
, (5.6.41)

for some M9 > 0. It follows by the decay bound (5.6.24) that there is an ε-
independent C > 0 such that

ε

∫ y0

0

|ψ0(ε1/2y)|dy ≤ Cε1/2.

If we let y0 = L/εM , then the bound is consistent for M ≤ N + 1, where the value
M = N + 1 gives the balance of all terms in the upper bound (5.6.41). If arbitrary
vectors a, b and α satisfy bound (5.6.32), then we have constructed a local solution
cc(y) which satisfies the bound

∃C > 0 : sup
∀y∈[0,L/εN+1]

‖cc(y)‖Xc
≤ CεN . (5.6.42)

Using bounds (5.6.32), (5.6.37), (5.6.38), and (5.6.42), we have proved the bound
(5.6.34) for some ε-independent constants Ch, C > 0.

We can now complete the proof of Theorem 5.8.

Proof of Theorem 5.8 By Theorem 5.9, we have constructed an infinite-dimensional
continuous family of local bounded solutions of system (5.6.27)–(5.6.28) for all
y ∈ [0, L/εN+1] for some ε-independent constant L > 0. The solutions are close to
the reversible localized solution of the extended second-order equation (5.6.22). It
remains to extend the local solution to the symmetric interval [−L/εN+1, L/εN+1]
under the reversibility constraints (5.6.18). To do so, we shall consider the intersec-
tions of the local invariant manifold of system (5.6.27)–(5.6.28) with the reversibility
hyperplane Σ defined by (5.6.19).

Since the initial data cc(0) = a in the local center–stable manifold of Theorem
5.9 are arbitrary, the components of a can be chosen to lie in the symmetric section
Σ, so that

Im(a)+m = 0, Im(a)−m = 0, m < 0.

This construction still leaves infinitely many arbitrary parameters for

Re(a)+m, Re(a)−m, m < 0,

to be chosen in the bound (5.6.32). The initial data ϕ(0) and cs,u(0) are not arbi-
trary since we have used the Implicit Function Theorem for the mappings (5.6.37)
and (5.6.38). Therefore, we have to show that the components of b and α can be
chosen uniquely so that the local center–stable manifold intersects at y = 0 with
the symmetric section Σ.
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There are as many arbitrary parameters b and α in the local center–stable mani-
fold as there are remaining constraints in the set Σ. First, let us consider constraints
in the set Σ for all m > 0, namely

Re(c+m(0)) = Re(c−m(0)), Im(c+m(0)) = −Im(c−m(0)), m > 0.

Let cs = eyΛsb + c̃s(y) and rewrite the constraints for any m > 0,

Re(bm) + Re(c̃s)m(0) = Re(cu)m(0),

Im(bm) + Im(c̃s)m(0) = −Im(cu)m(0),

where c̃s(0) and cu(0) are of order O(εN ) and depend on b in higher orders of
O(εk) with k > N . By the Implicit Function Theorem (Appendix B.7), there exists
a unique solution b that satisfies the bound (5.6.32).

Finally, let us consider constraints in the set Σ for components of ψ0(y), namely
ψ′

0(0) = 0. Let ψ0(y) = αψ′
0(ε

1/2y) + ϕ(y) and note that ψ′′
0 (0) �= 0. Let a and b

be chosen so that c(0) belongs to the set Σ. Due to a construction of the modified
vector field in system (5.6.36), if c(y) lies in the domain Dr and α = 0, then the
global solution c̃s(y) constructed in Theorem 5.9 intersects the set Σ at y = 0.
Therefore, the choice α = 0 satisfies the constraint ψ′

0(0) = 0.
We have thus constructed a family of reversible solutions on the symmetric in-

terval at [−L/εN+1, L/εN+1]. When all the coordinate transformations used in our
analysis are traced back to the original variable ψ(x, y), we obtain the statement
of Theorem 5.8. �

Unfortunately, we are not able to exclude the polynomial growth of the oscillatory
tails in the far-field regions. This limitation of traveling solutions to a finite spatial
scale is related with the finite-time applicability of the nonlinear Schrödinger equa-
tion in the Cauchy problem associated with the Gross–Pitaevskii equation (5.6.1)
(Section 2.3.2).

Exercise 5.24 Consider the nonlinear Klein–Gordon equation,

Ett − Exx + V (x)E + E3 = 0

for a 2π-periodic V (x) and use the traveling wave ansatz in the form

E(x, t) =
∑
m∈Z

ψm(y)eimx−iωt, y = x− ct.

Obtain the dispersion relation for V (x) ≡ 0:

(1− c2)κ2 + 2i(m− cω)κ + ω −m2 = 0, m ∈ Z,

and prove that there are infinitely many purely imaginary roots κ ∈ iR in the
resonant case ω = n2 for a fixed n ∈ N.

Exercise 5.25 Consider the discrete Gross–Pitaevskii equation,

iĖn = −En+1 − En−1 + VnEn + |En|2En
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for a 1-periodic {Vn}n∈Z and use the traveling wave ansatz in the form

En(t) =
∑
m∈Z

ψm(y)ei2πmn−iωt, y = n− ct.

Obtain the dispersion relation for Vn ≡ 0:

ω − icκ− 2 cosh (κ + 2πm) = 0, m ∈ Z,

and prove that there are infinitely many purely imaginary roots κ ∈ iR in the
resonant case ω = 2 cosh(2πn) for a fixed n ∈ N.
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Mathematical notation

Sets:

• N := {1, 2, 3, ...} is the set of natural numbers (without zero).
• N0 := {0, 1, 2, 3, ...} is the set of natural numbers (counting zero).
• Z is the set of integers.
• R is the set of real numbers.
• R+ = {x ∈ R : x > 0} is the set of positive real numbers.
• C is the set of complex numbers.
• C

n, n ∈ N is the vector space of n-dimensional column vectors.
• M

n×n, n ∈ N is the vector space of square n× n matrices.

Inner products:

• ∀u,v ∈ C
n, 〈u,v〉Cn :=

∑n
j=1 uj v̄j .

• ∀u, v ∈ L2(R,C), 〈u, v〉L2 :=
∫
R
u(x)v(x)dx.

If u,v ∈ R
n or u, v ∈ L2(R,R), the complex conjugation sign is dropped.

Function spaces on the infinite line:

• Cn
b (R), n ∈ N is the space of n-times continuously differentiable functions with

bounded derivatives up to the nth order, equipped with the norm

‖u‖Cn
b

:= sup
x∈R

n∑
k=0

|∂k
xu(x)|.

• Lp
s(R), p, s ∈ R+ is the space of functions with weight (1+x2)s/2, whose p power

is integrable, equipped with the norm

‖u‖Lp
s

:=
(∫

R

(1 + x2)ps/2|u(x)|pdx
)1/p

.

• Hn(R), n ∈ N is the Sobolev space of functions with square integrable derivatives
up to the nth order, equipped with the norm

‖u‖Hn :=

(∫
R

n∑
k=0

|∂k
xu(x)|2dx

)1/2

.
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Even and odd restrictions of these spaces can be defined. For instance, the even
and odd restrictions of Hn(R), n ∈ N are given by

Hn
ev(R) = {u ∈ Hn(R) : u(−x) = u(x)},

Hn
odd(R) = {u ∈ Hn(R) : u(−x) = −u(x)}.

If a function f(x) : R→ R is square integrable on any compact subset of R, we say
that f ∈ L2

loc(R).

Function spaces on a periodic domain:

• Cn
per([0, 2π]), n ∈ N is the space of 2π-periodic n-times continuously differentiable

functions, equipped with the norm

‖u‖Cn
per

:= sup
x∈[0,2π]

n∑
k=0

|∂k
xu(x)|.

• Hn
per([0, 2π]), n ∈ N is the Sobolev space of 2π-periodic functions with square

integrable derivatives up to the nth order, equipped with the norm

‖u‖Hn
per

:=

(∫ 2π

0

n∑
k=0

|∂k
xu(x)|2dx

)1/2

.

Sequence spaces: Infinite sequences {φn}n∈Z are represented by vectors φ.

• lps(Z), p, s ∈ R+ is the space of sequences with weight (1+n2)s/2, whose p power
is summable, equipped with the norm

‖u‖lps :=

(∑
n∈Z

(1 + n2)ps/2|un|p
)1/p

.

• l∞s (Z) is the space of bounded sequences with weight (1 + n2)s/2, equipped with
the norm

‖u‖l∞s := sup
n∈Z

(1 + n2)s/2|un|.

Fourier transforms: For any u ∈ L2(R), a Fourier transform û ∈ L2(R) is given
by

û(k) :=
1

(2π)1/2

∫
R

u(x)e−ikxdx, k ∈ R.

The inverse Fourier transform is given by

u(x) :=
1

(2π)1/2

∫
R

û(k)eikxdk, x ∈ R.

A product of two functions u(x)v(x) is represented by the convolution integral of
their Fourier transforms

(û � v̂)(k) :=
1
2π

∫
R

û(k′)v̂(k − k′)dk′.
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Fourier series: For any u ∈ L2
per([0, 2π]), a Fourier series is given by

u(x) :=
∑
n∈Z

ûne
inx, x ∈ R.

The Fourier coefficients û ∈ l2(Z) are given by

ûn :=
1
2π

∫ 2π

0

u(x)e−inxdx, n ∈ Z.

A product of two functions u(x)v(x) is represented by the convolution sum of their
Fourier coefficients

(û � v̂)n :=
∑
n′∈Z

ûn′ v̂n−n′ .

Kronecker’s symbol: This symbol is defined by

δn,n′ =
{

1, n′ = n,

0, n′ �= n,
n, n′ ∈ Z.

Dirac’s delta function: This function takes formally the following values

δ(x) =
{
∞, x = 0,
0, x �= 0.

Dirac’s delta function is understood in the sense of distributions

∀f ∈ C0
b (R) :

∫
R

f(y)δ(x− y)dy = f(x).

Heaviside’s step function: This function is piecewise constant with the values

Θ(x) =
{

1, x > 0,
0, x < 0.

At the jump discontinuity, Heaviside’s step function can be defined differently. We
shall define it as Θ(0) = 1.

Pauli matrices: These 2× 2 Hermitian matrices are given by

σ1 =
[

0 1
1 0

]
, σ2 =

[
0 −i
i 0

]
, σ3 =

[
1 0
0 −1

]
.

Balls in Banach space: Let X be a Banach space. An open ball of radius δ > 0
centered at 0 ∈ X is denoted by Bδ(X). The closed ball B with its boundary is
denoted by B̄δ(X).

Order of asymptotic approximation: If A and B are two quantities depending
on a parameter ε in a set E , the notation A(ε) = O(B(ε)) as ε → 0 indicates that
A(ε)/B(ε) remains bounded as ε → 0. The notation A(ε) ∼ B(ε) indicates that
there is C ∈ R\{0} such that A(ε)/B(ε)→ C as ε→ 0.

Constants: Different constants are denoted by C, C ′, C ′′ if they are independent
of a small parameter of the problem. We say that a bound holds uniformly in
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0 < ε � 1 if there exists ε0 > 0 such that the bound holds uniformly for every
ε ∈ (0, ε0).

Characteristic function of a set S ⊂ R:

χS(x) =
{

1 if x ∈ S,

0 if x /∈ S.

Partial derivatives: If f(v, u, w) is a function of three variables, then
∂1,2,3f(v, u, w) denotes partial derivatives with respect v, u, and w, respectively.
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Selected topics of applied analysis

B.1 Banach algebra

X is a Banach space if X is a complete metric space with the norm ‖ · ‖X .

Definition B.1 We say that a Banach space X forms a Banach algebra with
respect to multiplication if there is C > 0 such that

∀u, v ∈ X : ‖uv‖X ≤ C‖u‖X‖v‖X .

Examples of Banach algebra with respect to multiplication include Sobolev spaces
Hs(Rd) for s > d

2 and discrete spaces l2s(Z
d) for any s ≥ 0.

Theorem B.1 If s > d
2 , then Hs(Rd) is a Banach algebra with respect to multi-

plication.

Proof We note the triangle inequality

∀k, k′ ∈ R
d : (1 + |k|2)s/2 ≤ 2s

(
(1 + |k − k′|2)s/2 + (1 + |k′|2)s/2

)
.

By the Plancherel Theorem for Fourier transforms, we have

‖uv‖Hs = ‖ûv‖L2
s

= ‖û � v̂‖L2
s

where � is the convolution operator between two Fourier transforms. Using the
triangle inequality, we have∣∣∣∣(1 + |k|2)s/2

∫
R

û(k′)v̂(k− k′)dk′
∣∣∣∣

≤ 2s
∣∣∣∣∫

R

û(k′)(1 + |k− k′|2)s/2v̂(k− k′)dk′
∣∣∣∣+ 2s

∣∣∣∣∫
R

(1 + |k′|2)s/2û(k′)v̂(k− k′)dk′
∣∣∣∣.

Using Young’s inequality,

‖u � v‖Lr ≤ ‖u‖Lp‖v‖Lq ,
1
p

+
1
q

= 1 +
1
r
, p, q, r ≥ 1,

with r = p = 2 and q = 1, we obtain

‖û � v̂‖L2
s
≤ 2s

(
‖û‖L2

s
‖v̂‖L1 + ‖û‖L1‖v̂‖L2

s

)
≤ Cs‖û‖L2

s
‖v̂‖L2

s
,
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where the last inequality is obtained from the Cauchy–Schwarz inequality

‖v‖L1 =
∫
Rd

|v̂(k)|dk ≤
(∫

Rd

dk

(1 + |k|2)s
)1/2(∫

Rd

(1 + |k|2)s|v̂(k)|2dk
)1/2

,

which makes sense if s > d
2 . By Definition B.1, Hs(Rd) is a Banach algebra with

respect to multiplication if s > d
2 .

Remark B.1 Since Hs(Rd), s > d
2 is a Banach algebra with respect to multipli-

cation, L2
s(R

d), s > d
2 is a Banach algebra with respect to convolution integrals.

Similarly, the space of periodic functions Hs
per([0, 2π]d) is a Banach algebra with

respect to multiplication for any s > d
2 and the discrete space l2s(Z

d) is a Banach
algebra with respect to convolution sums for any s > d

2 .
Because of the embedding of l2s(Z

d) to l∞s (Zd) thanks to the bound

‖u‖l∞s ≤ ‖u‖l2s , s ≥ 0,

the same space l2s(Z
d) is also a Banach algebra with respect to multiplication for

any s ≥ 0.

B.2 Banach Fixed-Point Theorem

Let X be a Banach space with norm ‖·‖X and A : X → X be a nonlinear operator.
The Banach Fixed-Point Theorem gives the conditions for existence and uniqueness
of solutions of the operator equation

u = A(u), u ∈ X.

This theorem is sometimes called the Contraction Mapping Principle.

Definition B.2 Let M be a closed non-empty set in a Banach space X. The
operator A : M →M is called a contraction if there is q ∈ [0, 1) such that

∀u, v ∈M : ‖Au−Av‖X ≤ q‖u− v‖X .

Theorem B.2 Let M be a closed non-empty set in the Banach space X and let
A : M → M be a contraction operator. There exists a unique fixed point of A in
M , that is, there exists a unique u ∈M such that A(u) = u.

Proof Since X is a complete metric space, any sequence {un}n∈N ∈ X converges
if and only if it is a Cauchy sequence, that is, for each ε > 0, there is N(ε) ≥ 1 such
that

∀n,m ≥ N(ε) : ‖un − um‖X < ε.

Since M is a closed set in X, if a sequence {un}n∈N ∈M converges to u as n→∞,
then u ∈M .

We construct the sequence {un}n∈N ∈M from the iteration equation

un+1 = A(un), n ∈ N,



B.3 Floquet Theorem 367

where u1 ∈ M is arbitrary. First, we show that {un}n∈N is a Cauchy sequence.
Indeed, if A is a contraction operator, then

‖un+1 − un‖X = ‖A(un)−A(un−1)‖X ≤ q‖un − un−1‖X
≤ q2‖un−1 − un−2‖X ≤ · · · ≤ qn−1‖u2 − u1‖X .

By the triangle inequality, we obtain for any m ∈ N

‖un+m − un‖X ≤ ‖un+m − un+m−1‖X + · · ·+ ‖un+1 − un‖X
≤ (qn−1 + qn + · · ·+ qn+m−2)‖u2 − u1‖X
≤ qn−1(1− q)−1‖u2 − u1‖X .

Because q ∈ [0, 1), we have qn → 0 as n → ∞. Therefore, {un}n∈N is the Cauchy
sequence and there is u ∈M such that

‖un − u‖X → 0 as n→∞.

On the other hand, A(u) ∈M and since

‖A(un)−A(u)‖X ≤ q‖un − u‖X → 0 as n→∞,

we also have

‖A(un)−A(u)‖X → 0 as n→∞.

It follows from the iterative equation un+1 = A(un) in the limit n→∞ that u is a
solution of u = A(u), that is, u is a fixed point of A in M .

It remains to show that the solution is unique in M . By contradiction, we assume
existence of two solutions u ∈M and v ∈M . Then

‖u− v‖X = ‖A(u)−A(v)‖X ≤ q‖u− v‖X ,

and since q ∈ [0, 1), we have ‖u− v‖X = 0, that is u = v.

We also mention two modifications of the Banach Fixed-Point Theorem.
The Brouwer Fixed-Point Theorem states that if M is a compact, convex, non-

empty set in a finite-dimensional normed space and A : M → M is a continuous
operator, then there exists at least one fixed point of A in M .

The Schauder Fixed-Point Theorem states that if M is a bounded, closed, convex,
non-empty subset of a Banach space X and A : M → M is a compact operator,
then there exists at least one fixed point of A in M .

B.3 Floquet Theorem

We will start with an abstract lemma, which is often referred to as the Spectral
Mapping Theorem.

Lemma B.1 Let C ∈ R
n×n be an invertible matrix. There exists a matrix B ∈

C
n×n such that eB = C.
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Proof Let us convert C to the Jordan block-diagonal form J using an invertible
matrix P such that P−1CP = J and C = PJP−1. If we can prove that J = eK for
some matrix K, then B = PKP−1.

Since C is invertible, the Jordan form J has nonzero blocks. We are looking for
K in the block-diagonal form, which resembles the form of J . For a simple block of
J with entry λ0 �= 0, we have a simple block of K with entry log(λ0). For an m×m

block of J in the form

Jm =

⎡⎢⎢⎢⎣
λ0 1 0 · · · 0
0 λ0 1 · · · 0
...

...
... · · ·

...
0 0 0 · · · λ0

⎤⎥⎥⎥⎦
with λ0 �= 0, we can rewrite it in the form

Jm = λ0Im + Nm,

where Im is the m ×m identity matrix and Nm is the m ×m nilpotent matrix of
order m. We note that Nm

m = Om, where Om is the m×m zero matrix.
Using the power series for a logarithmic function, we obtain the corresponding

block for matrix K,

Km = log(λ0)Im + log(Im + λ−1
0 Nm)

= log(λ0)Im +
1
λ0

Nm −
1

2λ2
0

N2
m + ... +

(−1)m

(m− 1)λm−1
0

Nm−1
m ,

so that eKm = Jm.

Remark B.2 The choice of B is not unique since eB+2πikI = C for any k ∈ Z.

Consider the fundamental matrix solution of the system with T -periodic coeffi-
cients {

Φ̇(t) = A(t)Φ(t), t ∈ R,

Φ(0) = I,

where A(t),Φ(t) ∈ R
n×n, A(t + T ) = A(t) for all t ∈ R, and I is an identity

matrix. The Floquet Theorem specifies a particular form for the fundamental matrix
solution Φ(t) due to periodicity of the coefficient matrix A(t).

Theorem B.3 Let A(t + T ) = A(t) ∈ R
n×n be a continuous function for all

t ∈ R. Then, Φ(t) ∈ R
n×n is a continuously differentiable function in t and

Φ(t + T ) = Φ(t)Φ(T ) for all t ∈ R.

Moreover, there exists a constant matrix B ∈ C
n×n and an invertible T -periodic

continuously differentiable matrix Q(t) ∈ C
n×n such that

eTB = Φ(T ), Q(0) = Q(T ) = I, and Φ(t) = Q(t)etB for all t ∈ R.

Proof Existence and uniqueness theorems for linear differential equations with
continuous function A(t) guarantee existence of the unique solution Φ(t) for all
t ∈ R, which is continuously differentiable in t and invertible for all t ∈ R.
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Let Ψ(t) = Φ(t + T ) and compute

Ψ̇(t) = Φ̇(t + T ) = A(t + T )Φ(t + T ) = A(t)Ψ(t)

with initial condition Ψ(0) = Φ(T ). By uniqueness of solutions and the linear
superposition principle, we infer that

Φ(t + T ) = Ψ(t) = Φ(t)Ψ(0) = Φ(t)Φ(T ), t ∈ R.

Since Φ(T ) is invertible, Lemma B.1 implies that there exists a constant ma-
trix B such that Φ(T ) = eTB . Let Q(t) = Φ(t)e−tB. Then, Q(t) is continuously
differentiable in t ∈ R and

Q(t + T ) = Φ(t + T )e−(t+T )B = Φ(t)Φ(T )e−TBe−tB = Φ(t)e−tB = Q(t), t ∈ R.

Hence Q(t) is a T -periodic continuously differentiable matrix in t. Moreover, it is
invertible with the inverse Q−1(t) = etBΦ−1(t).

Remark B.3 It follows from the Floquet Theorem that the phase flow

φt(x0) = Φ(t)x0, x0 ∈ R
n

of the linear T -periodic system{
ẋ(t) = A(t)x(t), t ∈ R,

x(0) = x0,

forms a discrete group of translations such that

φt+T (x0) = φt(φT (x0)), x0 ∈ R
n, t ∈ R.

Remark B.4 Another consequence of the Floquet Theorem is a homogenization
of the linear T -periodic system. Thanks to the invertibility of Q(t), a substitution
x(t) = Q(t)y(t) with y ∈ R

n results in the linear system with constant coefficients:{
ẋ(t) = A(t)x(t),

x(0) = x0,
⇒

{
ẏ(t) = By(t),

y(0) = x0.

B.4 Fredholm Alternative Theorem

Let H be a Hilbert space with the inner product 〈·, ·〉H and L be a densely defined
linear operator on H with the domain Dom(L) ⊆ H. The adjoint operator L∗ with
the domain Dom(L∗) ⊆ H is defined by

∀u ∈ Dom(L), v ∈ Dom(L∗) : 〈Lu, v〉H = 〈u, L∗v〉H .

If L∗ = L, the operator L is called self-adjoint.

Definition B.3 We say that the linear operator L : Dom(L) ⊆ H → H is a
Fredholm operator of index zero if

dim(Ker(L)) = dim(Ker(L∗)) <∞

and Ran(L) is closed.
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Remark B.5 If L is a self-adjoint operator in H and the nonzero spectrum of L
is bounded away from zero, then L is a Fredholm operator of index zero.

The following lemma gives two equivalent orthogonal decompositions of the Hilbert
space H relative to the Fredholm operator L.

Lemma B.2 Let L be a Fredholm operator of index zero. Then,

H = Ker(L∗)⊕ Ran(L), H = Ker(L)⊕ Ran(L∗).

Proof We prove only the first decomposition, as the second one follows by replace-
ment of L by L∗.

Let u ∈ Ran(L) and v ∈ Ker(L∗). Then, there exists f ∈ Dom(L) such that
u = Lf . As a result, we compute

〈u, v〉H = 〈Lf, v〉H = 〈f, L∗v〉H = 0,

that is Ker(L∗) ⊆ [Ran(L)]⊥.
On the other hand, let u = Lf ∈ Ran(L) for some f ∈ Dom(L) and v ∈

[Ran(L)]⊥. We have for all u ∈ Ran(L),

0 = 〈u, v〉H = 〈Lf, v〉H = 〈f, L∗v〉H .

Because Dom(L) is dense in H, then [Dom(L)]⊥ = {0}, which means that L∗v = 0,
that is [Ran(L)]⊥ ⊆ Ker(L∗). Therefore, Ker(L∗) ≡ [Ran(L)]⊥.

The Fredholm Alternative Theorem gives the necessary and sufficient condition
for existence of solutions of the inhomogeneous equation Lu = f for a given f ∈ H

if L is a Fredholm operator on H.

Theorem B.4 Let L : Dom(L) ⊆ H → H be a Fredholm operator of index zero.
There exists a solution u ∈ Dom(L) of the inhomogeneous equation Lu = f for a
given f ∈ H if and only if 〈f, v0〉H = 0 for all v0 ∈ Ker(L∗). Moreover, the solution
is unique under the constraint 〈u,w0〉H = 0 for all w0 ∈ Ker(L).

Proof The necessary condition is proved with an orthogonal projection. If there
exists a solution u ∈ Dom(L) of Lu = f , then

∀v0 ∈ Ker(L∗) : 〈f, v0〉H = 〈Lu, v0〉H = 〈u, L∗v0〉H = 0.

To prove the sufficient condition, if 〈f, v0〉H = 0 for all v0 ∈ Ker(L∗), the orthog-
onal decomposition of H in Lemma B.2 implies that f ∈ Ran(L), so that there is
u ∈ Dom(L) such that Lu = f .

To prove uniqueness, we note that there exists an orthogonal basis

Ker(L) = span{u1, ..., un}

such that 〈ui, uj〉H = δi,j and n = Dim(Ker(L)). If u0 is one particular solution of
Lu = f , then

u = u0 −
n∑

j=1

〈u0, uj〉Huj
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is also a solution of Lu = f such that 〈u,w0〉H = 0 for all w0 ∈ Ker(L). The
solution u is unique under the condition 〈u,w0〉H = 0, because addition to u of any
projection to Ker(L) will violate the condition.

The Fredholm Alternative Theorem can be applied both to symmetric matrices
in H = R

n and to linear differential operators in H = L2.

B.5 Gagliardo–Nirenberg inequality

The Gagliardo–Nirenberg inequality says that for any fixed 1 ≤ p ≤ d/(d− 2) (if
d ≥ 3) and for any p ≥ 1 (if d = 1 or d = 2), there is a constant Cp,d > 0 such that

∀u ∈ H1(Rd) : ‖u‖2pL2p ≤ Cp,d‖∇u‖d(p−1)
L2 ‖u‖d+p(2−d)

L2 .

In particular, H1(Rd) is continuously embedded to L2p(Rd) for any p ∈ [1, d/(d− 2)]
if d ≥ 3 and for any p ≥ 1 if d = 1 or d = 2.

Let us prove the Gagliardo–Nirenberg inequality for d = 1. By the Sobolev Em-
bedding Theorem (Appendix B.10), if u ∈ H1(R), then u ∈ L∞(R) and u(x) → 0
as |x| → ∞. As a result, for any p ≥ 1 we have

‖u‖2pL2p ≤ ‖u2‖p−1
L∞ ‖u‖2L2 ≤ 2p−1‖∇u‖p−1

L2 ‖u‖p+1
L2 ,

where the last inequality follows from the Cauchy–Schwarz inequality applied to

u2(x) = 2
∫ x

−∞
u(x)u′(x)dx.

Therefore, the Gagliardo–Nirenberg inequality holds for any p ≥ 1 if d = 1.

B.6 Gronwall inequality

The Gronwall inequality can be formulated in both the integral and differential
form. This inequality leads to the Comparison Principle for differential equations.

Lemma B.3 Let C ≥ 0, k(t) be a given continuous non-negative function for all
t ≥ 0, and y(t) be a continuous function satisfying the integral inequality

0 ≤ y(t) ≤ C +
∫ t

0

k(t′)y(t′)dt′, t ≥ 0.

Then, y(t) ≤ Ce
∫ t
0 k(t′)dt′ for all t ≥ 0.

Proof Define a solution of the integral equation

Y (t) = C +
∫ t

0

k(t′)Y (t′)dt′, t ≥ 0,

which is equivalent to the initial-value problem{
Ẏ (t) = k(t)Y (t), t ≥ 0,

Y (0) = C.
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The unique solution is Y (t) = Ce
∫ t
0 k(t′)dt′ for all t ≥ 0. It is clear that

y(0) ≤ C = Y (0).

For any t ≥ 0, we have

y(t)−
∫ t

0

k(t′)y(t′)dt′ ≤ C = Y (t)−
∫ t

0

k(t′)Y (t′)dt′,

or equivalently,

d

dt

(
e−

∫ t
0 k(t′)dt′

∫ t

0

k(t′)y(t′)dt′
)
≤ d

dt

(
e−

∫ t
0 k(t′)dt′

∫ t

0

k(t′)Y (t′)dt′
)
, t ≥ 0.

From the comparison of slopes, we have the comparison of functions

e−
∫ t
0 k(t′)dt′

∫ t

0

k(t′)y(t′)dt′ ≤ e−
∫ t
0 k(t′)dt′

∫ t

0

k(t′)Y (t′)dt′, t ≥ 0,

which proves that

y(t) ≤ Y (t) +
∫ t

0

k(t′) (y(t′)− Y (t′)) dt′ ≤ Y (t), t ≥ 0.

Therefore, y(t) ≤ Ce
∫ t
0 k(t′)dt′ for all t ≥ 0.

In the differential form, if k(t) is a continuous non-negative function for all t ≥ 0
and y(t) is a continuously differentiable non-negative function satisfying the differ-
ential inequality {

ẏ(t) ≤ k(t)y(t), t ≥ 0,

y(0) ≤ C,

for any given C ≥ 0, then y(t) ≤ Ce
∫ t
0 k(t′)dt′ for all t ≥ 0.

B.7 Implicit Function Theorem

The Implicit Function Theorem in Banach spaces is used for the unique continua-
tion of solutions of operator equations beyond the particular point where an exact
solution of the equation is available. It is also applied to the situations when a bi-
furcation (sudden change in the number and stability of solution branches) occurs.
The Implicit Function Theorem is derived from the Banach Fixed-Point Theorem
(Appendix B.2).

Theorem B.5 Let X, Y , and Z be Banach spaces and let F (x, y) : X × Y → Z

be a C1 map on an open neighborhood of the point (x0, y0) ∈ X × Y . Assume that

F (x0, y0) = 0

and that

DxF (x0, y0) : X → Z is one-to-one and onto.

There are r > 0 and δ > 0 such that for each y with ‖y − y0‖Y ≤ δ there exists a
unique solution x ∈ X of the operator equation F (x, y) = 0 with ‖x − x0‖X ≤ r.
Moreover, the map Y � y �→ x(y) ∈ X is C1 near y = y0.
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Proof Let x = x0 + ξ, y = y0 + η, and

f(ξ, η) := DxF (x0, y0)ξ − F (x0 + ξ, y0 + η) : X × Y → Z.

We note that f(0, 0) = 0, operator Dξf(ξ, η) = DxF (x0, y0)−DxF (x0 + ξ, y0 + η)
is continuous at (ξ, η) = (0, 0), and Dξf(0, 0) = 0. Therefore, function f(ξ, 0) is
super-linear in ξ in the sense

lim sup
‖ξ‖X→0

‖f(ξ, 0)‖Z
‖ξ‖X

= 0.

Because DxF (x0, y0) : X → Z is one-to-one and onto, the inverse operator
[DxF (x0, y0)]−1 : Z → X exists with the bound

C0 := ‖[DxF (x0, y0)]−1‖Z→X <∞.

For each fixed η ∈ Y , let us define the new function

A(ξ) := [DxF (x0, y0)]−1f(ξ, η) = ξ−[DxF (x0, y0)]−1F (x0+ξ, y0+η) : X×Y → X.

For each fixed η ∈ Y , there is a root ξ ∈ X of F (x0 + ξ, y0 + η) = 0 if and only if
ξ ∈ X is a fixed point of operator A, that is, A(ξ) = ξ.

To apply the Banach Fixed-Point Theorem (Appendix B.2), we note from the
above analysis that for each ‖ξ‖X ≤ r and ‖η‖Y ≤ δ there is C > 0 such that

‖A(ξ)‖X ≤ C0‖f(ξ, η)‖Z ≤ C(ε(r)r + δ),

and

‖A(ξ1)−A(ξ2)‖X ≤ C0‖f(ξ1, η)− f(ξ2, η)‖Z ≤ C(ε(r) + δ)‖ξ1 − ξ2‖X ,

where ε(r)→ 0 as r → 0. For sufficiently small r > 0 and δ > 0, there is q ∈ (0, 1)
such that

‖A(ξ)‖X ≤ r, ‖A(ξ1)−A(ξ2)‖X ≤ q‖ξ1 − ξ2‖X .

By the Banach Fixed-Point Theorem (Theorem B.2), for each η ∈ Y such that
‖η‖Y ≤ δ there exists a unique fixed point ξ ∈ X of A(ξ) such that ‖ξ‖X ≤ r.

Consider now the continuity of the map η �→ ξ(η) for the fixed point of A(ξ).
There is q ∈ (0, 1) such that

‖ξ(η1)− ξ(η2)‖X
≤ C0‖f(ξ(η1), η1)− f(ξ(η2), η2)‖Z
≤ C0 (‖f(ξ(η1), η1)− f(ξ(η2), η1)‖Z + ‖f(ξ(η2), η1)− f(ξ(η2), η2)‖Z)

≤ q‖ξ(η1)− ξ(η2)‖X + C0‖f(ξ(η2), η1)− f(ξ(η2), η2)‖Z .

We have ‖f(ξ(η2), η1)− f(ξ(η2), η2)‖Z → 0 as ‖η1 − η2‖Y → 0. Since q ∈ (0, 1), we
then have ‖ξ(η1)− ξ(η2)‖X → 0 as ‖η1 − η2‖Y → 0.

To prove that ξ(η) is C1, let us consider equation

F (x0 + ξ(η + h), y0 + η + h)− F (x0 + ξ(η), y0 + η) = 0
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for a fixed η ∈ Y and an arbitrary small h ∈ Y . Since F is C1 and DxF (x0, y0)
is one-to-one and onto, we know that [DxF (x0 + ξ(η), y0 + η)]−1 exists and is
continuous for all η ∈ Y such that ‖η‖Y ≤ δ. By the Taylor series expansion, we
have

ξ(η + h)− ξ(η) = −[DxF (x0 + ξ(η), y0 + η)]−1 (DyF (x0 + ξ(η), y0 + η)h + R(h)) ,

where the remainder term R(h) is super-linear with respect to h and ξ(η+h)−ξ(η).
Therefore, for all η ∈ Y such that ‖η‖Y ≤ δ there is C > 0 such that

‖ξ(η + h)− ξ(η)‖X ≤ C‖h‖Y ,

and the map Y � η �→ ξ(η) ∈ X is C1 for all η ∈ Y such that ‖η‖Y ≤ δ.

Remark B.6 If F (x, y) : X × Y → Z is a Cn map near (x0, y0) ∈ X × Y for any
integer 1 ≤ n ≤ ∞, then the map y �→ x(y) is Cn near y = y0. Moreover, if F (x, y)
is analytic near (x0, y0) ∈ X × Y , then x(y) is analytic near y = y0.

B.8 Mountain Pass Theorem

Let H be a Hilbert space with the inner product 〈·, ·〉H and the induced norm ‖·‖H .
We set up some definitions to ensure that a continuously differentiable functional
I(u) : H → R has a critical point in H.

Definition B.4 A continuous functional I(u) : H → R is said to have the moun-
tain pass geometry if:

(i) I(0) = 0;
(ii) there exist a > 0 and r > 0 such that I(u) ≥ a for any u ∈ H with ‖u‖H = r;
(iii) there exists an element v ∈ H such that I(v) < 0 and ‖v‖H > r.

Definition B.5 A continuously differentiable functional I(u) : H → R is said to
satisfy the Palais–Smale compactness condition if each sequence {uk}k≥1 in H such
that

(a) {I(uk)}k≥1 is bounded,
(b) d

dεI(uk + εv)|ε=0 → 0 as k →∞ for every v ∈ H,

has a convergent subsequence in H.

For continuous functions in compact domains, the mountain pass geometry of the
function I(u) implies existence of a critical point of I(u). Because Hilbert spaces
are not generally compact function spaces, the functional I(u) must also satisfy the
Palais–Smale compactness condition in addition to the mountain pass geometry.
The Mountain Pass Theorem guarantees the existence of a critical point of I(u) in
H under these two conditions.

Theorem B.6 Assume that a continuously differentiable functional I(u) : H → R

satisfies the mountain pass geometry and the Palais–Smale compactness condition.
For the element v ∈ H with I(v) < 0, we define

Γ := {g ∈ C([0, 1], H) : g(0) = 0, g(1) = v} .



B.9 Noether Theorem 375

Then,

c = inf
g∈Γ

max
0≤t≤1

I(g(t))

is a critical value of I(u) in H.

The proof of the Mountain Pass Theorem can be found in Evans [55, Section 8.5].

B.9 Noether Theorem

We formulate the Noether Theorem variationally, in the context of Lagrangian
mechanics. Consider the Lagrangian in the form L = L(u, ut, ux, x), where u =
u(x, t) : R× R→ R is a solution of the Euler–Lagrange equation,

∂L

∂u
=

∂

∂x

∂L

∂ux
+

∂

∂t

∂L

∂ut
.

Denote the action functional by

S =
∫
R

dt

∫
R

dxL(u, ut, ux, x).

We assume that L is C2 in its variables and that the solution exists for all (x, t) ∈
R× R. The Noether Theorem relates the existence of the continuous symmetry of
the action function S and the existence of the balance equation

∂P

∂t
+

∂Q

∂x
= 0,

where P and Q depend on (u, ut, ux) and, possibly, (x, t). Integrating the balance
equation in x and using suitable decay conditions at infinity, we obtain that

∫
R
Pdx

is constant for all t ∈ R.

Theorem B.7 Assume that S is invariant under a continuous infinitesimal trans-
formation ⎧⎨⎩

t̃ = t + εT (t, x, u),
x̃ = x + εX(t, x, u),
ũ = u + εU(t, x, u),

where ε ∈ R and (T,X,U) are some functions. Then the balance equation holds
with

P =
∂L

∂ut
(utT + uxX − U)− LT,

Q =
∂L

∂ux
(utT + uxX − U)− LX.

Proof Thanks to the invariance of the action functional, we have the expansion

0 =
∫
R

dt̃

∫
R

dx̃L(ũ, ũt̃, ũx̃, x̃)−
∫
R

dt

∫
R

dxL(u, ut, ux, x),

=
∫
R

dt

∫
R

dx (L(ũ, ũt̃, ũx̃, x)− L(u, ut, ux, x))

+ ε

∫
R

dt

∫
R

dx

(
∂LT

∂t
+

∂LX

∂x

)
+O(ε2).
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On the other hand, the chain rule gives

ũ(x̃, t̃) = u(x̃− εX, t̃− εT ) + εU(t, x, u)

= u(x̃, t̃) + ε (U − Tut −Xux) +O(ε2).

As a result, we obtain∫
R

dt

∫
R

dx (L(ũ, ũt̃, ũx̃, x)− L(u, ut, ux, x)) = ε

∫
R

dt

∫
R

dx
∂L

∂u
(U − Tut −Xux)

+ ε

∫
R

dt

∫
R

dx

(
∂L

∂ut

∂

∂t
(U − Tut −Xux) +

∂L

∂ux

∂

∂x
(U − Tut −Xux)

)
+O(ε2).

Using the Euler–Lagrange equations to express ∂L/∂u and equating the integrand
of the term O(ε) to zero, we obtain the balance equation with the stated expressions
for P and Q.

The Noether Theorem can be applied to the Gross–Pitaevskii equation,

iut = −uxx + V (x)u + σ|u|2u,

where u(x, t) : R × R → C, V (x) ∈ L∞(R), and σ ∈ {1,−1}. The Lagrangian for
the Gross–Pitaevskii equation is extended to the complex-valued functions,

L(u, ū, ut, ūt, ux, ūx, x) =
i
2

(ūut − ūtu)− |ux|2 − V (x)|u|2 − σ

2
|u|4.

Existence of the time translation symmetry implies that T = 1, X = U = 0,
which gives the conservation of energy (Hamiltonian),∫

R

(
ut

∂L

∂ut
+ ūt

∂L

∂ūt
− L

)
dx =

∫
R

(
|ux|2 + V |u|2 +

σ

2
|u|4
)
dx.

If V (x) ≡ 0 for all x ∈ R, existence of the space translation symmetry implies
that T = 0, X = 1, and U = 0, which gives the conservation of momentum,∫

R

(
ux

∂L

∂ut
+ ūx

∂L

∂ūt

)
dx =

i
2

∫
R

(ūux − uūx)dx.

Existence of the gauge translation symmetry implies that T = X = 0, U = −iu,
which gives the conservation of power,∫

R

(
∂L

∂ut
(−iu) +

∂L

∂ūt
(iu)

)
dx =

∫
R

|u|2dx.

B.10 Sobolev Embedding Theorem

The Sobolev Embedding Theorem relates functions in Sobolev space Hs(Rd) with
continuously differentiable functions in Cr

b (Rd), provided that s > r + d
2 . This

property is ultimately related with the fact that Sobolev space Hs(Rd) forms a
Banach algebra with respect to pointwise multiplication for s > d

2 (Appendix B.1).
The Riemann–Lebesgue Lemma does the same job for functions with Fourier

transforms in L1
s(R

d), provided that s ≥ r. This space is referred to as the Wiener
space and is denoted by W s(Rd). Note that the Wiener space W s(Rd) forms a
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Banach algebra with respect to pointwise multiplication for any s ≥ 0 (Appendix
B.16).

Not only are the functions in Hs(Rd) with s > r + d
2 or in W s(Rd) with s ≥ r

r-times continuously differentiable but also the functions and their derivatives up
to the rth order decay to zero at infinity. We start with the Riemann–Lebesgue
Lemma.

Lemma B.4 Let u(x) have the Fourier transform û(k) in function space L1
s(R

d)
for an integer s ≥ 0. Then, u ∈ Cr

b (Rd) for any r ≤ s and u(x), ∂xu(x), ..., ∂r
xu(x)

decay to zero as |x| → ∞.

Proof Using the Fourier transform, we obtain for any r ≤ s,

‖∂r
xu‖L∞ ≤ 1

(2π)d/2
‖û‖L1

r
≤ 1

(2π)d/2
‖û‖L1

s
.

If û ∈ L1
s(R

d), then ∂r
xu ∈ C0

b (Rd), so that u ∈ Cr
b (Rd). The decay of u(x) and its

derivatives up to the rth order is proved in Evans [55].

We can now formulate the Sobolev Embedding Theorem.

Theorem B.8 For any fixed integer r ≥ 0 and any s > d
2 + r, the Sobolev space

Hs(Rd) is continuously embedded in the space of functions Cr
b (Rd). Moreover, if

u ∈ Hs(Rd), then u(x), ∂xu(x), ..., ∂r
xu(x) decay to zero as |x| → ∞.

Proof We need to show that there exists Cs,r > 0 such that

∀u ∈ Hs(Rd) : ‖u‖Cr ≤ Cs,r‖u‖Hs .

Recall that the Cauchy–Schwarz inequality gives

‖û‖L1 ≤
(∫

Rd

dk

(1 + |k|2)s
)1/2

‖û‖L2
s
, s >

d

2
.

As a result, for an integer r ≥ 0 and any s > d
2 + r, there is Cs,r > 0 such that

‖∂r
xu‖L∞ ≤ 1

(2π)d/2
‖û‖L1

r
≤ Cs,r‖û‖L2

s
≤ Cs,r‖u‖Hs .

Decay of u(x), ∂xu(x), ..., ∂r
xu(z) to zero as |x| → ∞ follows from the Riemann–

Lebesgue Lemma.

It follows from Theorem B.8 that Hs(R) is continuously embedded into Lp(Rd)
for any p ≥ 2 if s > d

2 . It is more interesting to find embedding of Hs(Rd) into
Lp(Rd) space for 0 < s < d

2 . This embedding exists for any 2 ≤ p ≤ 2d/(d− 2s)
[55].

B.11 Spectral Theorem

Let H be a Hilbert space with the inner product 〈·, ·〉H and the induced norm ‖·‖H .
Let L : Dom(L) ⊆ H → H be a self-adjoint linear operator in the sense

∀f, g ∈ Dom(L) : 〈Lf, g〉H = 〈f, Lg〉H .
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The spectrum of L, denoted as σ(L), is the set of all points λ ∈ C for which L−λI

is not invertible on H.
If λ ∈ σ(L) is such that Ker(L − λI) �= {0}, then λ is an eigenvalue of A of

geometric multiplicity Ng := Dim Ker(L − λI) and algebraic multiplicity Na :=
Dim

⋃
n∈N

Ker(L− λI)n.

• The discrete spectrum of L, denoted by σd(L), is the set of all eigenvalues of L
with finite (algebraic) multiplicity and which are isolated points of σ(L).

• The essential spectrum of L, denoted by σess(L), is the complement of σd(L) in
σ(L).

The Spectral Theorem characterizes the spectrum of a self-adjoint operator L.

Theorem B.9 Let L be a self-adjoint operator in Hilbert space H. Then, σ(L) ⊂
R and the eigenvectors of L are orthogonal to each other.

Proof Let λ = λr + iλi ∈ σ(L) with λr, λi ∈ R and compute

∀u ∈ Dom(L) : ‖(L− λI)u‖2H = ‖(L− λrI)u‖2H + λ2
i ‖u‖2H ≥ λ2

i ‖u‖2H .

If λi �= 0, then λ �= σ(L) because (L − λI) is invertible. Therefore, λi = 0 and
λ ∈ R.

To prove orthogonality of eigenvectors of L, we first assume that the two eigen-
vectors u1, u2 ∈ Dom(L) ⊆ H correspond to two distinct eigenvalues λ1, λ2 ∈ R

such that λ1 �= λ2. Then, we obtain

λ1〈u1, u2〉H = 〈Lu1, u2〉H = 〈u1, Lu2〉H = λ2〈u1, u2〉H .

If λ1 �= λ2, then 〈u1, u2〉H = 0. If an eigenvalue λ0 is multiple, we will show that⋃
n∈N

Ker(L−λI)n = Ker(L−λI), that is, the geometric and algebraic multiplicities
coincide. To do so it is sufficient to show that Ker(L − λI)2 = Ker(L − λI). If
u ∈ Ker(L−λI)2, then there is v ∈ Ker(L−λI) such that (L−λI)u = v. However,
since L is self-adjoint, we obtain

‖v‖2H = 〈(L− λI)u, v〉H = 〈u, (L− λI)v〉H = 0,

that is v = 0 and u ∈ Ker(L− λI). If λ is a multiple eigenvalue, there is a basis of
eigenvectors in Ker(L − λI), which can be orthogonalized and normalized by the
Gram–Schmidt orthogonalization procedure.

B.12 Sturm Comparison Theorem

Let us consider nonzero solutions u(x;λ) of the second-order differential equation

u′′(x) + (λ− V (x))u(x) = 0, x ∈ R,

for any V ∈ L∞(R). The Sturm Comparison Theorem allows to compare the dis-
tribution of zeros of the solution u(x;λ) for two values of λ.
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Theorem B.10 Assume that u(x;λ1) has two consequent zeros at a and b, where

−∞ < a < b <∞.

If λ2 > λ1, then u(x;λ2) has a zero in (a, b).

Proof Let u1,2(x) = u(x;λ1,2) be two solutions of the differential equations such
that u1,2 ∈ C2(a, b). Assume without loss of generality that u1(x) > 0 on (a, b). It
follows from the second-order differential equation that

d

dx
(u′

1(x)u2(x)− u1(x)u′
2(x)) = (λ2 − λ1)u1(x)u2(x), x ∈ [a, b].

By contradiction, let us assume that u2(x) is sign-definite on (a, b) and again let
u2(x) > 0 without loss of generality. Then, integrating the above equation on [a, b]
and using u1(a) = u1(b) = 0, we obtain

0 ≥ u′
1(b)u2(b)− u′

1(a)u2(a) = (λ2 − λ1)
∫ b

a

u1(x)u2(x)dx > 0.

The contradiction proves that u2(x) must change sign (have a zero) on (a, b).

The proof extends if a = −∞ and/or b = +∞ provided that u1,2(x) are bounded
in the corresponding limits x→ −∞ and/or x→ +∞.

B.13 Unstable Manifold Theorem

Consider the initial-value problem for the system of differential equations{
ẋ(t) = f(x), t ∈ R,

x(0) = x0,

where x ∈ R
n and f(x) : R

n → R
n is a C1 function. Solutions of the initial-

value problem determine the phase flow φt(x0) : R
n → R

n. The Unstable Manifold
Theorem characterizes an invariant manifold under the phase flow φt(x) in negative
times t ≤ 0.

Theorem B.11 Let f(0) = 0 and assume that A = Dxf(0) has k ≤ n eigenvalues
with positive real part. Let δ > 0 be sufficiently small. There exists a k-dimensional
C1 unstable manifold of ẋ = f(x) such that

U(0) =
{
x ∈ Bδ(0) : φt≤0(x) ∈ Bδ(0), lim

t→−∞
‖φt(x)‖Rn = 0

}
,

where Bδ(0) ⊂ R
n is a ball of radius δ > 0 centered at 0. Moreover, the unstable

manifold U(0) is tangent to the unstable manifold of the linearized system ẋ = Ax.

Remark B.7 Similarly, one can formulate the Stable Manifold Theorem for the
stable manifold,

S(0) =
{
x ∈ Bδ(0) : φt≥0(x) ∈ Bδ(0), lim

t→+∞
‖φt(x)‖Rn = 0

}
,

which is invariant in positive times t ≥ 0.



380 Appendix B

A modification of the Unstable Manifold Theorem is applied to the system of
differential equations with time-periodic coefficients{

ẋ(t) = A(t)x + f(x), t ∈ R,

x(0) = x0,

where A(t) : R → R
n×n is continuous and T -periodic and f(x) : R

n → R
n is a C1

function such that

lim sup
‖x‖Rn→0

‖f(x)‖Rn

‖x‖Rn

= 0.

The modified Unstable Manifold Theorem characterizes the unstable manifold for
the T -periodic system of differential equations.

Theorem B.12 Assume that the linearized system ẋ = A(t)x has k ≤ n Floquet
multipliers outside the unit circle. Let δ > 0 be sufficiently small. There exists a
k-dimensional C1 unstable manifold of ẋ = A(t)x + f(x) such that

U(0) =
{
x ∈ Bδ(0) : φt≤0(x) ∈ Bδ(0), lim

t→−∞
‖φt(x)‖Rn = 0

}
.

Moreover, the unstable manifold U(0) is tangent to the unstable manifold of the
linearized system ẋ = A(t)x.

B.14 Weak Convergence Theorem

Let H be a Hilbert space with the inner product 〈·, ·〉H and the induced norm
‖ · ‖H . If a sequence in a Hilbert space H is bounded, it does not imply that there
exists a subsequence, which converges to an element in H, because H is gener-
ally non-compact. The best that it implies is the existence of a weakly convergent
subsequence in H. The following definition distinguishes between weak and strong
convergence of sequences in H.

Definition B.6 We say that a sequence {uk}k∈N ∈ H converges strongly in H if
there exists an element u ∈ H such that

uk → u in H ⇐⇒ lim
k→∞

‖uk − u‖H = 0.

We say that the sequence converges weakly in H if there exists an element u ∈ H

such that

ukj
⇀ u in H ⇐⇒ ∀v ∈ H : 〈v, uk − u〉H = 0.

It is clear that the strong convergence implies the weak convergence thanks to
the Cauchy–Schwarz inequality

|〈v, uk − u〉H | ≤ ‖v‖H‖uk − u‖H .

However, the converse statement is valid only in compact vector spaces such as
H = R

n.
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The Weak Convergence Theorem guarantees the weak convergence of a bounded
sequence in the Hilbert space H.

Theorem B.13 If a sequence {uk}k∈N ∈ H is bounded, there exists a subsequence
{ukj
}j∈N ⊂ {uk}k∈N and an element u ∈ H such that ukj

⇀ u in H.

Proof For simplification, let us consider a separable Hilbert space H, that is,
we assume that there exists a countable orthonormal basis {vn}n∈N in H. Since
〈uk, v1〉H ≤ ‖uk‖H‖v1‖H for all k ∈ N, if {uk}k∈N is a bounded sequence in H,
then 〈uk, v1〉H is a bounded sequence of numbers. Therefore, there exists a sub-
sequence {u(1)

kj
}j∈N ⊂ {uk}k∈N such that |a1| <∞, where

a1 := lim
j→∞
〈u(1)

kj
, v1〉H .

Continuing this process inductively, for each n ≥ 1, there exists a subsequence
{u(n+1)

kj
}j∈N ⊂ {u(n)

kj
}j∈N such that |an| <∞, where

an := lim
j→∞
〈u(n)

kj
, vn〉H , n ∈ N.

Let us denote wn := u
(n)
kn

, n ∈ N. Then, for each k ∈ N,

lim
n→∞

〈wn, vk〉H = ak.

Because the sequence {wn}n∈N is bounded in H and the set {vn}n∈N is dense in
H, for each v ∈ H and ε > 0, there is n0(ε) ≥ 1 such that

|〈wn − wm, v〉H | ≤ |〈wn − wm, vk〉|+ |〈wn − wm, v − vk〉H | < ε,

for all n,m ≥ n0(ε). Therefore, as n → ∞, 〈wn, v〉 converges to a number a(v) for
each v ∈ H.

The map v �→ a(v) is linear and bounded by

∀v ∈ H : |a(v)| ≤ ‖v‖H sup
n∈N

‖wn‖H .

By the Riesz Representation Theorem, there is u ∈ H such that a(v) = 〈u, v〉H for
all v ∈ H. Therefore, 〈wn, v〉H → 〈u, v〉H as n→∞ for all v ∈ H and, consequently,
wn ⇀ u as n→∞.

B.15 Weyl Theorem

Let H be a Hilbert space with the inner product 〈·, ·〉H and the induced norm ‖·‖H .
Let L : Dom(L) ⊆ H → H be a self-adjoint linear operator. Recall the definition
of the discrete σd(L) and essential σess(L) spectra of the self-adjoint operator L in
Section B.11. The Weyl Theorem gives a rigorous method to find if λ ∈ σess(L).

Theorem B.14 Let L be a self-adjoint linear operator in Hilbert space H. Then,
λ ∈ σess(L) if and only if there exists a sequence {un}n≥1 ∈ Dom(L) such that
‖un‖H = 1 for all n ≥ 1, un ⇀ 0 in H as n→∞, and limn→∞ ‖(L−λI)un‖H = 0.
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Proof Let λ ∈ σess(L) and assume that Ker(L − λI) = {0} for simplification of
arguments. Since λ ∈ σ(L), the inverse of (L−λI) is unbounded. Therefore, there is
a sequence {vn}n∈N ∈ H such that ‖vn‖H = 1 for all n ∈ N and ‖(L−λI)−1vn‖ →
∞ as n→∞. Let

un :=
(L− λI)−1vn
‖(L− λI)−1vn‖H

, n ∈ N,

then we have ‖un‖H = 1 for all n ∈ N and

‖(L− λI)un‖H =
‖vn‖H

‖(L− λI)−1vn‖H
→ 0 as n→∞.

It remains to show that {un}n∈N converges weakly to 0 ∈ H in the sense of Defini-
tion B.6. For all f ∈ Dom(L− λI)−1, we have

|〈f, un〉H | =
∣∣〈(L− λI)−1f, vn〉H

∣∣
‖(L− λI)−1vn‖H

≤ ‖(L− λI)−1f‖H
‖(L− λI)−1vn‖H

,

where the right-hand side converges to zero as n → ∞. Since Dom(L − λI)−1 is
dense in H, then un ⇀ 0 in H as n→∞.

In the opposite direction, let {un}n≥1 ∈ Dom(L) be a sequence such that ‖un‖H =
1 for all n ≥ 1, un ⇀ 0 in H as n→∞, and limn→∞ ‖(L−λI)un‖H = 0. Therefore,
λ ∈ σ(L). It remains to show that λ is not an isolated eigenvalue of finite multi-
plicity. If Ker(L− λI) = {0}, we are done, so let us assume that {φj}kj=1 is a finite
orthonormal basis for Ker(L− λI). Let Pλ and Qλ be orthogonal projections onto
Ker(L − λI) and [Ker(L − λI)]⊥, respectively. Since un ⇀ 0 in H as n → ∞, we
have

‖Pλun‖2H =
k∑

j=1

‖〈un, φj〉H |2 → 0 as n→∞.

Therefore, ‖Qλun‖2H → 1 as n→∞, so that we can define

vn :=
Qλun

‖Qλun‖H
, n ∈ N.

We have ‖vn‖H = 1 for all n ∈ N and

‖(L− λI)vn‖H =
‖(L− λI)un‖H
‖Qλun‖H

→ 0 as n→∞.

The inverse of Qλ(A − λI)Qλ is unbounded, that is, λ ∈ σ(QλAQλ). However,
Ker(Qλ(A− λI)Qλ) = {0}, hence λ ∈ σess(A).

Let us use this theorem to establish the location of the continuous spectrum of
the self-adjoint operator L = −∂2

x + c for any c ∈ R with Dom(L) = H2(R) and
H = L2(R).

Lemma B.5 If L = −∂2
x + c for any c ∈ R, then σess(L) = [c,∞).

Proof We recall that

−u′′(x) + cu(x) = λu(x), x ∈ R
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has no bounded solutions for λ < c and has bounded solutions u(x; k) = eikx for any
λ = c+ k2 ≥ c. Fix the point λ = c+ k2

0 and define the sequence {un}n≥1 ∈ H2(R)
by

un(x) =
an
2π

∫ k0+n−1

k0−n−1
eikxdk, n ≥ 1,

where an is found from the normalization ‖un‖L2 = 1. After explicit integration,
we obtain

un(x) =
an
πx

sin
(x
n

)
eik0x ∈ H2(R), n ≥ 1,

thanks to analyticity of un(x) at x = 0 and the sufficient decay of un(x) to zero as
|x| → ∞. The normalization condition is satisfied if

‖un‖2L2 =
a2
n

π2n

∫
R

sin2(z)
z2

dz = 1, n ≥ 1,

which shows that an ∼
√
n as n→∞. Therefore, we have

un(x) =
an
πn

sin(x/n)
x/n

eik0x ⇀ 0 as n→∞.

Using the same computations, we obtain

(L− λ0I)un =
an
2π

∫ k0+n−1

k0−n−1
(k2 − k2

0)e
ikxdk

=
an
π
eik0x

(
sin(x/n)

n2x
+

2 cos(x/n)
nx2

− 2 sin(x/n)
x3

− 2ik0 cos(x/n)
nx

+
2ik0 sin(x/n)

x2

)
.

Again this function is analytic at x = 0 and has the sufficient decay to zero as
|x| → ∞ to be in L2(R). Integrating over x, we obtain

‖(L− λ0I)un‖2L2

=
a2
n

π2

∫
R

[
1
n5

(
sin(z)

z
+

2 cos(z)
z2

− 2 sin(z)
z3

)2

+
4k2

0

n3

(
cos(z)

z
− sin(z)

z2

)2
]
dz.

Since an ∼
√
n as n → ∞, we conclude that limn→∞ ‖(L − λ0I)un‖L2 = 0, which

shows that λ0 = c + k2
0 ∈ σc(L) for any k0 ∈ R. Therefore, σess(L) = [c,∞).

Arguments in Lemma B.5 can be extended to the linear operators L = −∂2
x + c+

V (x) if V (x) decays to zero as |x| → ∞ exponentially fast. The key ingredient in
this proof is the construction of the eigenfunctions in L∞(R) for any λ ∈ σess(L).

An alternative version of the Weyl Theorem states that if L0 and L are two
self-adjoint operators in a Hilbert space and L − L0 is L0-compact in the sense
that Dom(L0) ⊆ Dom(L − L0) and (L − L0)(L0 − λI)−1 is compact for some
λ /∈ σ(L0), then σc(L) = σc(L0). See the proof in Hislop & Sigal [89, Chapter 14].
The alternative version of the Weyl Theorem can also be used to establish that if
V ∈ L∞(R) ∩ L2(R), then

σess(−∂2
x + c + V (x)) = σess(−∂2

x + c) = [c,∞).
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However, to use this theorem, a more delicate spectral analysis is needed to establish
that

V (−∂2
x + c− λ)−1

is a compact operator for λ /∈ [c,∞).

B.16 Wiener algebra

Let W (R) be the space of all 2π-periodic functions whose Fourier series con-
verge absolutely, that is, all functions f(x) : R → C whose Fourier series f(x) =∑

n∈Z
f̂ne

inx satisfy

‖f‖W :=
∑
n∈Z

|f̂n| <∞.

If f̂ ∈ l1(Z), then f ∈ Cper(R). Therefore, space W (R) is a commutative Banach
algebra of continuous functions with respect to the pointwise multiplication (Ap-
pendix B.1), which is usually called the Wiener algebra.

The Wiener algebra of W (R) with respect to pointwise multiplication is isomor-
phic to the Banach algebra of l1(Z) with respect to the convolution product since
if

∀f, g ∈W (R) : (̂fg)n =
∑
m∈Z

f̂mĝn−m = (f̂ � ĝ)n, n ∈ Z,

then

∀f̂ , ĝ ∈ l1(Z) : ‖f̂ � ĝ‖l1 ≤ ‖f̂‖l1‖ĝ‖l1 .

Similarly, we can define the Wiener space W s(R) for any s ≥ 0 to be the space
of all 2π-periodic functions f(x) with the norm

‖f‖W s := ‖f̂‖l1s , s ≥ 0.

Recall the discrete embedding of l2s(Z) to l1r(Z) for any r ≥ 0 and s > 1
2 + r with

the bound

∃Cs,r > 0 : ∀f̂ ∈ l2s(Z) : ‖f̂‖l1r ≤ Cs,r‖f̂‖l2s , r ≥ 0, s >
1
2

+ r.

As a result, the discrete space l1r(Z) is also a Banach algebra with respect to the
convolution product for any r ≥ 0 and the Wiener space W r(R) is a Banach algebra
with respect to pointwise multiplication (Wiener algebra).

The concept of Wiener space and Wiener algebra extends to continuous functions
on line R with the decay to zero at infinity, whose Fourier transform belongs to
L1(R).
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