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Summary. We study optical bistability of stationary light transmission in nonlinear pe-
riodic structures of finite and semi-infinite length. For finite-length structures, the system
exhibits instability mechanisms typical for dissipative dynamical systems. We construct
a Leray-Schauder stability index and show that it equals the sign of the Evans function in
λ = 0. As a consequence, stationary solutions with negative-slope transmission function
are always unstable. In semi-infinite structures, the system may have stationary localized
solutions with nonmonotonically decreasing amplitudes. We show that the localized so-
lution with a positive-slope amplitude at the input is always unstable. We also derive
expansions for finite size effects and show that the bifurcation diagram stabilizes in the
limit of the infinite domain size.
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1. Introduction

This paper addresses optical bistability in nonlinear periodic structures of finite and
semi-infinite length, referred to as the photonic gratings. Photonic gratings can be fab-
ricated with a periodical concatenation of optical layers of different linear and nonlinear
refractive indices. When these structures are illuminated with incident light, a sequence
of frequency intervals in the photonic band spectrum is prohibited. These intervals are
referred to as the photonic band gaps [9], and they center at frequencies of parametric
resonance between the light waves and the periodic structure.
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The first band gap is called the Bragg resonance gap. It corresponds to a light wave-
length matching the double period of the structure. Light waves with frequencies in the
Bragg resonance gap are strongly reflected, but light transmission is still possible in
finite-length structures. Light transmission is generally intensity-dependent in nonlinear
photonic gratings, such that transmission of light waves of small intensities is typically
observed in a stable stationary regime, but light transmission might undergo instabilities
and bifurcations for larger incident intensities.

The light transmission in the first Bragg resonance gap is modeled by coupled-mode
equations for the complex amplitudes of incident and reflected light. The equations can
be derived as a coupled-mode approximation to the spatially one-dimensional, time-
dependent Maxwell equations for the electric field of light waves, with nonlinear re-
fractive index, n = n(z, |E |2). In this framework, the light waves are decomposed into
forward (A) and backward (B) waves [6], [20]:

E(z, t) = A(z, t)ei(k0z−ω0t) + B(z, t)e−i(k0z+ω0t) + higher-order Fourier terms. (1.1)

To leading order, the time-evolution of the complex amplitudes A and B is governed by
a system of semilinear, hyperbolic equations of the general form

i

(
∂A

∂t
+ ∂A

∂z

)
+ δB = ∂W

∂ Ā
(A, B, Ā, B̄),

i

(
∂B

∂t
− ∂B

∂z

)
+ δA = ∂W

∂ B̄
(A, B, Ā, B̄). (1.2)

Here, (A, B) ∈ C2, z ∈ [0, L], and t ≥ 0. The potential function W represents the cubic
(Kerr) and higher-order nonlinear terms, i.e., W = O(4) in a Taylor series at A = B = 0.
We assume that W is invariant under the gauge symmetry of (1.1): (A, B) �→ eiϕ(A, B).
Spatial reflection in (1.1) exhibits the symmetry A → B, B → A, z → −z, and time
inversion yields the symmetry A→ B̄, B → Ā, t →−t . The parameter δ ≥ 0 measures
the standard deviation of the linear refractive index, that is, δ2 = n2

0(z)− (n0(z))2, where
n0 = n(z, 0) and the bar here denotes the average of a function on a period of the grating.

One specific form of the potential function is

W = −n

2
(|A|4 + 4|A|2|B|2 + |B|4)− m(|A|2 + |B|2)(B Ā + B̄ A). (1.3)

It occurs when n(z, |E |2) = n0(z) + n2(z)|E |2 [15]. The constants n and m measure
the average nonlinear index n = n2(z) and the standard deviation of the nonlinear index
m2 = n2

2(z)− (n2(z))2.
When considered on the entire real line, or when equipped with periodic bound-

ary conditions, the system (1.2) can be viewed as an infinite-dimensional Hamiltonian
dynamical system. However, we consider the system (1.2) on finite and semi-infinite
intervals z ∈ [0, L], L ≤ ∞, with separated boundary conditions. The system then
behaves like a dissipative dynamical system. In particular, we are interested in solutions
of (1.2) with the following boundary conditions:

A(0, t) = I 1/2
in eiθin , B(L , t) = 0. (1.4)
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The specific boundary conditions (1.4) correspond to a physical situation of a uni-
directional optical device when the forward (right-travelling) wave A(z, t) is injected at
z = 0, and the backward (left-travelling) wave B(z, t) is inhibited at the right boundary
z = L , such that Iin and θin are intensity and phase of the incident right-travelling wave
at the left boundary.

In case of infinite L , we only impose one boundary condition,

A(0, t) = I 1/2
in eiθin , (1.5)

and incorporate decay as z →∞ in the function space.
The specific boundary conditions (1.4) and (1.5) correspond to transparent boundary

conditions for the wave equation, with an inhomogeneous Dirichlet term at the left
boundary z = 0. Most of our methods can be adapted to the case of weak reflection at
the boundary, although some of the computations will be much more complicated.

The main question addressed in this paper is: What are the equilibrium structures of
(1.2) equipped with the boundary conditions (1.4) or (1.5), and what are their stability
properties, for finite, for large, and for infinite length L?

Our main results can be summarized as follows. Consider first L <∞. We show that
the coupled-mode system generates a smooth nonlinear semiflow. Spectral stability of
stationary light transmission implies asymptotic stability of the equilibrium state for the
nonlinear system. Bifurcations can be described on smooth, finite-dimensional center-
manifolds. We therefore focus on spectral stability properties of equilibria. Denote by
Iout the output intensity, Iout = |A(L , t)|2. We first show that for Iin and Iout small,
there is a unique, small-amplitude, stationary solution, which is asymptotically stable.
Under suitable growth assumptions on the potential W , for each value of the output
intensity Iout ≥ 0 there exists a unique value Iin = IL(Iout) for a stationary solution
of the problem (1.2) with (1.4). Whereas for small amplitudes we have I ′L(Iout) > 0,
there may exist values of Iout with negative-slope transmission function I ′L(Iout) < 0.
We show that stationary solutions with negative slopes of Iin = IL(Iout) are always
unstable.

In the semi-infinite domain, we consider stationary solutions that decay at infinity,
|A(z)|2 = |B(z)|2 ∼ Q∞ exp(−δz). Again, for each value of Q∞ there exists a unique
input intensity Iin = I∞(Q∞) such that there exists a corresponding stationary solution
of the problem (1.2) with (1.5). Solutions with small Iin and Q∞ are spectrally stable.
Let Q(z) = |A(z)|2 = |B(z)|2 be the amplitude of a stationary solution of (1.2) on
z ∈ R+. We show that solutions with negative-slope transmission characteristic I ′∞ < 0
(or, equivalently, Q′(0) > 0) are always unstable.

In the limit when the size of the structure tends to infinity, we show that the renor-
malized transmission function IL(e−2δL Q∞/2) converges to the transmission function
in the infinite domain, i.e., limL→∞ IL(e−2δL Q∞) = I∞(Q∞/2). The spectrum of the
linearized operator in a finite structure converges to that of the linearized operator in a
semi-infinite structure as the size of the structure tends to infinity. We give first-order
expansions for the part of the spectrum approximating the essential spectrum and for the
fold point. In particular, we show that in the low-intensity limit, Iin � 1, the spectrum
is confined to Re λ ≤ δ < 0, uniformly in the size of the domain L and the incident
intensity Iin. We then give criteria when this spectral stability, uniform with respect to
the size of the domain, holds for finite-size intensities.
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The paper concludes with applications of our results to the specific potential in (1.3)
arising from the Maxwell equations with Kerr nonlinearities. We show that optical bista-
bility does not occur with the potential (1.3) with n = 0, i.e., Iin = IL(Iout) is one-to-one
and the spectrum of the linearized operator is in the left half-plane of λ. For the poten-
tial (1.3) with m = 0, we analyze numerically real and complex unstable eigenvalues
of the linearized operator for optically bistable stationary solutions with negative and
positive slopes of the transmission function Iin = IL(Iout). We show that the spectrum
of the linearized operator for stationary solutions on a negative-slope branch of IL(Iout)

possesses exactly one real positive eigenvalue. We also show that the stationary solution
at the lowest positive-slope branch of IL(Iout) is spectrally stable, while the solution at
the upper positive-slope branches of IL(Iout) has a single pair of complex eigenvalues
with positive real part.

Technically, we rely on regularity estimates in the spirit of delay differential equations
for analysis of bifurcations and asymptotic stability results in finite domains. Instability
can be shown based on Evans function methods in the bounded interval or on Leray-
Schauder degree arguments. Perturbation methods in the spirit of [16], [17], are then
employed to derive expansions for spectra in the limit of infinite size. Key points are
expansions for the location of the translational zero eigenvalue of the soliton in a large but
finite domain, and for the location of eigenvalues stemming from the essential spectrum,
corresponding to radiation modes, in the infinite domain. Deriving asymptotics for the
location of absolute (limiting) spectra under the influence of radiation loss through the
boundary is similar to the derivation of expansions in [17]. Numerical computations of
unstable eigenvalues are based on winding number arguments for the Evans function.

This paper is organized as follows. We start with the general mathematical framework
in Section 2, introducing Hamiltonian formalism and settling regularity issues. We then
introduce spatial symplectic dynamics and discuss existence and bifurcation diagrams
for stationary solutions in both finite and semi-infinite structures in Section 3. We review
recent literature on optical bistability in Section 4. In Section 5, we formulate and prove
our main results on stability and instability in finite domains, based on degree arguments
and on center-manifold theory. In Section 6, we give an alternative proof based on
Evans function arguments. We then extend the latter proof to semi-infinite structures in
Section 7. In Section 8, we derive expansions for the location of the zero eigenvalue of the
soliton and the absolute spectrum when truncating the semi-infinite domain z ∈ [0,∞)
to a large interval z ∈ [0, L]. Explicit analytical and numerical computations for the
potential (1.3) are described in Section 9. Section 10 summarizes the main results of the
paper. Appendix A contains formulas for the kernel of the adjoint linearized operator
as well as some useful relations for the stationary solutions of the system. Appendix B
contains formulas for the derivative of the Evans function.

2. Hamiltonian Formalism and Local Existence

Consider the phase space X = (L2(D,C))4 on an interval D ⊂ R with standard scalar
product (·, ·)X and symplectic structure (·, ·) for A = (A1, B1, A2, B2) ∈ X

(AI ,AI I )X =
∫

D

2∑
j=1

(AI, j ĀI I, j + BI, j B̄I I, j ) dz,
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(AI ,AI I ) = (AI ,JAI I )X . (2.1)

Here, the symplectic matrixJ = diag (i, i,−i,−i) is skew-symmetric and unitary. Most
of the time, we restrict to the subspace Y ⊂ X where A2 = Ā1 and B2 = B̄1. Consider
the Hamiltonian function

H[A, Ā, B, B̄] =
∫ [

i

2
( ĀAz − AĀz)− i

2
(B̄ Bz − B B̄z)

+ δ(AB̄ + ĀB)−W (A, B, Ā, B̄)

]
dz, (2.2)

which is defined on a dense subset of Y . If we consider D = R or D = [0, L] with
periodic boundary conditions, we find the coupled mode system (1.2) as the Hamiltonian
system on Y

At = i∇ ĀH, Bt = i∇B̄H, (2.3)

where the derivatives on the right side are understood as the components of the gradient
of the densely defined functional. As a consequence, the HamiltonianH is preserved as
a function of time for sufficiently smooth solutions. The gauge symmetry in the potential
(A, B) �→ eiϕ(A, B) is generated by

Gϕ[A, Ā, B, B̄] = 1

2

∫
D
(AĀ + B B̄) dz. (2.4)

By Noether’s theorem, the L2 norm on Y of solutions is therefore an additional con-
served quantity. Similarly, the translation invariance in z generates yet another conserved
quantity,

Gz[A, Ā, B, B̄] = i

2

∫
D

(
ĀAz − AĀz + B̄ Bz − B B̄z

)
dz. (2.5)

None of these functionals is preserved when we consider the system on a finite interval
with boundary conditions (1.4), for L < ∞, or (1.5), for L = ∞. We note that there
exist other (symmetric) boundary conditions that preserve the Hamiltonian structure,
e.g., A(z) = B(z) for z = 0, L .

We start with an analysis of the problem (1.2) and (1.4) with Iin = 0, linearized in the
trivial state A = B = 0. We consider first the case L <∞ and define the linear operator

L : D(L) ⊂ Y → Y,

(A, B, Ā, B̄) �→ (iAz + δB,−iBz + δA,−i Āz + δ B̄, iB̄z + δ Ā), (2.6)

with domain of definition

D(L) = (H 1(0, L))4 ∩ {A(0) = Ā(0) = B(L) = B̄(L) = 0}. (2.7)

The composition JL possesses the same domain of definition and represents the linear
terms in the coupled-mode system (1.2).

Lemma 2.1. The operator JL generates a strongly continuous contraction semigroup
on either X or Y , denoted by exp(JLt).
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Proof. We claim that (JLA,A)Y ≤ 0 for all A = (A, B, Ā, B̄) in D(L). Indeed, a
short computation shows that

(JLA,A)Y =
∫ L

0

d

dz

(|B|2 − |A|2) dz = −|A(L)|2 − |B(0)|2 ≤ 0. (2.8)

Together with a standard resolvent estimate, this shows that JL generates a contraction
semigroup on Y , invoking the Lumer-Philips Theorem; see for example [12, Thm 4.3].
The operator JL considered on the entire space X possesses block diagonal structure.
In each block, JL is isomorphic to its restriction on Y , which proves the lemma.

The following proposition gives more detailed information about the spectrum of the
linear operator JL.

Proposition 2.2. Let the linear operator JL be defined by (2.6) with domain (2.7)
for 0 < L < ∞. Then the spectrum of JL consists of isolated eigenvalues of finite
multiplicities and is implicitly given through

� := spec (JL) = {λ = −ν coth(νL); ν ∈ C, Re ν ≥ 0 : D(ν) = 0}, (2.9)

where

D(ν) = sinh2(νL)

(νL)2
+ 1

(δL)2
. (2.10)

The spectrum of the semigroup is discrete and coincides with exp(�). For some constants
C, η > 0, we have

| exp(JLt)|X→X ≤ Ce−ηt . (2.11)

Proof. As a bounded perturbation of the first derivative operators diag(−∂z, ∂z,−∂z, ∂z),
JL− λ possesses compact resolvent for sufficiently large positive Re λ. Therefore, the
spectrum consists of isolated eigenvalues of finite multiplicities only. Nontrivial solutions
of the eigenvalue problem satisfy the differential equation

− Az + iδB = λA, Bz + iδA = λB, (2.12)

with boundary conditions A(0) = B(L) = 0. Substituting the Ansatz A = A0 exp(νz),
B = B0 exp(νz), we find iδB0 = (ν + λ)A0 and ν2 = δ2 + λ2. For ν �= 0, the general
solution to (2.12) is[

A

B

]
= c1ψν(z)+ c2ψ−ν(z), ψν(z) =

1

δ

(
δ

−i(λ+ ν)

)
eνz, (2.13)

where ν = √δ2 + λ2 such that Re(ν) ≥ 0. The boundary condition at z = 0 implies
c2 = −c1. At z = L , we find

(λ+ ν)eνL = (λ− ν)e−νL . (2.14)

As a result, λ = −ν coth(νL). Substituting λ in the equation ν2 = δ2 + λ2, we find
the condition D(ν) = 0, where D(ν) is given by (2.10). This proves the claims on
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the spectrum of L. Since the essential spectrum of L is empty, spectral mapping holds
[1, p. 95]. From D(ν) = 0, we see that there are no purely imaginary and purely real
eigenvalues of L. Also, all eigenvalues λ and ν occur in complex conjugate pairs. In the
limit | Im λ| → ∞, we can expand (2.14) and find

λ ∼ − 1

L
log

(
2π�

δL

)
+ iπ�

L
, (2.15)

where � is a nonzero integer. Splitting real and imaginary parts, we find

Re λ ∼ − 1

L
log

(
2| Im λ|
δ

)
. (2.16)

Invoking the energy estimate (2.8), this shows that the spectral radius of the semigroup
is strictly less than one, and implies the contraction estimate (2.11).

We computed the complex eigenvalues of the operator L numerically for δ = 0.1
and L = 10; see Figure 1(a). All complex eigenvalues are in the left half-plane of λ.
The asymptotic approximation (2.16) is shown on Figure 1(a) by the dotted curve. The
approximation is very good even for small values of λ. The eigenvalues closest to the
origin λ = 0 have the largest real part: Re(λ) ≈ −0.1755 and Im(λ) ≈ ±0.2666 for
δ = 0.1 and L = 10.

Considered on X , all eigenvalues of JL are double. If δ = 0, the spectrum is empty
for all L < ∞. As the size L increases, dissipation in (2.16) becomes weaker. The
spectrum for large L is shown on Figure 1(b) for δ = 0.1 and L = 100.

We turn to the case L = ∞ and define the operator L∞ by (2.6) on

D(L∞) = (H 1(0,∞))4 ∩ {A(0) = Ā(0) = 0}, (2.17)

as a closed operator in Y . Again, JL∞ is a closed operator with the same domain of
definition.

Lemma 2.3. The spectrum of the closed operatorJL∞ consists of continuous spectrum

�∞ := spec (JL∞) = {λ: Re(λ) = 0, Im(λ) = (−∞,−δ] ∪ [δ,∞)} . (2.18)

Proof. The essential spectrum can be computed from the operator L∞ on the entire real
line by Fourier transform. It consists of the set λ2 = −δ2+ ν2, where ν = ik and k ∈ R.
The eigenvalue problem (2.12) does not possess nontrivial bounded solutions satisfying
A(0) = 0 for λ ∈ C/�∞, i.e., in the complement of the essential spectrum. Indeed, the
solution (2.13) with c2 = −c1 has both decaying and growing terms as z → ∞ for
Re(ν) > 0.

In the case L = ∞, the semigroup does not seem to regularize solutions. This is
obvious in the case of pure transport δ = 0. On the contrary, for bounded domains
L < ∞, we show that the semigroup still has some smoothing properties, which are
important for solving the nonlinear problem.

We define H 1
bc := D(L), the domain of definition, equipped with the graph norm

|u|H 1
bc
= |u|X + |Lu|X , which is equivalent to the norm in H 1.
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Fig. 1. he stable spectrum of operatorJL (a) for δ = 0.1, L = 10,
and (b) for δ = 0.1, L = 100.

Lemma 2.4. There are C, η > 0 such that for all t > 0, and any r ∈ C0((H 1)4, [0, T )),
the solution A of

At = JLA+ r(t), A(0) ∈ H 1
bc, (2.19)

belongs to C0(H 1
bc, [0, T )) with bound

sup
0≤t≤T

|A(t)|H 1
bc
≤ C(T ) sup

t
|r|H 1 . (2.20)
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Moreover, the time-T map exp(JLT ) for T > L is a compact operator on X, H 1
bc,

or (H 1)4.

Proof. The lemma is obvious in the case of pure transport δ = 0, where we can use
characteristics. We can extend the initial conditions A0(z), B0(z), and the right-hand-
side functions rA(z), rB(z) to z ∈ R, setting rA(z) = rB(z) = A0(z) = B0(z) = 0 for
z �∈ [0, L]. The solution for δ = 0 is then defined through

A(z, t) = A0(z − t)+
∫ t

0
rA(z − t + τ, τ )dτ,

B(z, t) = B0(z + t)+
∫ t

0
rB(z + t − τ, τ )dτ. (2.21)

In case δ �= 0, the same formula gives

A(z, t) = A0(z − t)+
∫ t

0
[rA(z − t + τ, τ )+ iδB(z − t + τ, τ )] dτ,

B(z, t) = B0(z + t)+
∫ t

0
[rB(z + t − τ, τ )+ iδA(z + t − τ, τ )] dτ. (2.22)

The bounds (2.20) can be obtained from this representation and a fixed point argument
for small t , observing that, indeed, A(0, t) = B(L , t) = 0.

It remains to show compactness. Again, we exploit (2.22), with r(t) ≡ 0. For A0, B0

in X , the terms A0(z − t) and B0(z + t) vanish for t > L . The integral terms belong to
H 1

bc, since they satisfy the boundary conditions, and, for example,

∂z A = iδ
∫ t

0
∂z B(z − t + τ, τ )dτ, t > L .

If we now substitute the expression for B from (2.22) and change the order of integration,
we see after a short manipulation that ∂z A ∈ H 1 if B ∈ H 1. A similar argument for B
then proves the lemma.

Since H 1 is an algebra, the nonlinearities are as smooth as the second derivative of
the potential W , as mappings from H 1× H 1 into itself. A standard variation of constant
formula together with the contraction mapping principle give the following existence
result for the nonlinear equation with inhomogeneous boundary condition (1.4). Denote
by H 1

af the affine subspace of functions in (H 1)4 which satisfy (1.4).

Proposition 2.5. The coupled mode equation (1.2) generates a strongly continuous,
local semiflow�t (A) on H 1

af. The semiflow�t (·) is smooth if the potential W is smooth,
with derivatives uniformly bounded on bounded subsets of H 1

af.

The results on spectral mapping in Proposition 2.2 and the local existence result
in Proposition 2.5 immediately imply existence of locally invariant stable, unstable,
center manifolds near an equilibrium point. In particular, spectral stability (the spectrum
contained in Re λ ≤ −η′ < 0) implies local asymptotic nonlinear stability.
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More specifically, let A∗ ∈ H 1
af be a stationary solution �t (A∗) = 0. Decompose the

solution into the stationary part and the perturbation

A(z, t) = A∗(z)+ Ap(z, t). (2.23)

Then the perturbation Ap(z, t) solves

d

dt
Ap = JL∗Ap + O(|Ap|2H 1

af
). (2.24)

Here the linearization JL∗ about the stationary solution A∗ is defined by

L∗ = L−W, (2.25)

where

W =
[

W1 W2

W̄2 W̄1

]
, (2.26)

and

W1 =
[
∂ ĀAW ∂ ĀB W

∂B̄ AW ∂B̄ B W

]
, W2 =

[
∂ Ā ĀW ∂ Ā B̄ W

∂B̄ ĀW ∂B̄ B̄ W

]
. (2.27)

Since A(z, t) and A∗(z) satisfy the inhomogeneous boundary conditions in z = 0, the
boundary conditions for the differenceAp = [Ap, Bp, Āp, B̄p] are homogeneous:

Ap(0, t) = Āp(0, t) = 0, Bp(L , t) = B̄p(L , t) = 0. (2.28)

In other words, the perturbation term Ap(z, t) is not allowed to modify the intensity of
the incident wave Iin. Stability or instability of stationary solution A∗(z) is considered
with respect to internal perturbations of the light waves in the periodic structure, alone.

The linear operator JL∗ on H 1
bc is a bounded perturbation of JL and shares most

regularity properties with JL.

Corollary 2.6. The operator JL∗ with domain of definition H 1
bc generates a strongly

continuous semigroup�′t on Y . Moreover, (JL∗−λ)−1 is a compact operator, wherever
it exists. The boundary smoothing of Lemma 2.4 holds withJL replaced byJL∗. Again,
�′T is compact for T > L.

Proof. The proof is the same as for the linear operator JL in Lemma 2.4.

Assume that there exists an invariant decomposition of Y into closed subspaces Y =
E s ⊕ Ec ⊕ Eu. Any of the subspaces is allowed to be trivial. Note however that, by
compactness, Ec ⊕ Eu is finite-dimensional. Assume that there exist constants C, η > 0
such that for any ε > 0, we have

|�′t |E s �→E s ≤ Ce−ηt , for all t ≥ 0,

|�′t |Ec �→Ec ≤ Ceε|t |, for all t ∈ R,
|�′t |Eu �→Eu ≤ Ce−η|t |, for all t ≤ 0.

(2.29)

Here �′t := (�′−t )
−1 if t < 0.
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Proposition 2.7. Under the above assumptions, there exist stable, center, and unstable
manifoldsW j , j = s, c, u, containing the equilibrium A∗(z). The manifolds are locally
invariant under �t , C1, and the tangent space in A∗(z) is given by E j , j = s, c, u. The
center-manifoldWc contains all solutions, which stay in a sufficiently small neighbor-
hood of the equilibrium A∗(z). If Eu = {0}, thenWc attracts all solutions for t → ∞,
which remain in a sufficiently small neighborhood of A∗(z). If Eu = Ec = {0}, then
A∗(z) is asymptotically stable in Y .

Proof. Compactness of the semiflow ensures existence of spectral projections. Cut-off
functions as needed for the construction of center manifolds are provided by the norm
in the Hilbert space H 1

bc. After a cut-off for the nonlinearity W ′, acting on (H 1)4, the
manifolds are constructed as invariant manifolds for the time-T map of the nonlinear
semiflow. For a reference on the construction of invariant manifolds for maps in metric
spaces, see [18].

Remark 2.8. The manifolds W s,c,u are Ck for any fixed k if the potential W is sufficiently
smooth in the system (1.2). Also, dependence of the system (1.2) on parameters, such
as the input intensity Iin, is smooth.

Remark 2.9. The results of Lemma 2.4, Proposition 2.5, Corollary 2.6, and Proposi-
tion 2.7 carry over to the case L = ∞, except for the claims on compactness of resolvents
and time-T -maps of semigroups.

Summarizing the results in this section, we have shown that stability properties on
finite intervals are typically determined by spectral properties and that instabilities are
induced by isolated eigenvalues crossing the imaginary axis. This is in sharp contrast to
the coupled mode system (1.2) when considered on the entire real line or even in the semi-
infinite domain [0,∞). We have also shown that the zero solution A∗(z) ≡ 0 for Iin = 0
is asymptotically stable for the full nonlinear equation. The small perturbation terms
Ap(z, t) decay exponentially with t . Finite length of the structure is essential to this type
of asymptotic stability, which can never occur in a Hamiltonian system. Perturbations
radiate through the transparent boundary conditions (2.28), which eventually causes
exponential decay.

3. Stationary Light Transmission

Here we study stationary solutions A∗(z) of the system (1.2) with boundary conditions
(1.4) for L <∞ and (1.5) for L = ∞. Consider the system of differential equations:

i
da

dz
+ δb = ∂W

∂ ā
(a, b, ā, b̄),

−i
db

dz
+ δa = ∂W

∂ b̄
(a, b, ā, b̄), (3.1)
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and the corresponding complex conjugate equations. Any solution to the system (3.1),
which satisfies the boundary condition

a(0) = I 1/2
in eiθin , b(L) = 0, (3.2)

yields a stationary solution A∗ = (a, b, ā, b̄) to the coupled-mode system (1.2).
Although the temporal dynamics of the system (1.2) is not Hamiltonian with the

given boundary conditions (1.4) and (1.5), the system (3.1) for stationary solutions
possesses a Hamiltonian structure. Define the Hamiltonian function h on the phase
space a = (a, b, ā, b̄) ∈ C4 through

h(a, ā, b, b̄) = δ(āb + ab̄)−W (a, b, ā, b̄). (3.3)

We equip the phase space a = (a1, b1, a2, b2) with the standard inner product

(aI , aI I ) =
2∑

j=1

(aI, j āI I, j + bI, j b̄I I, j )

and a nonstandard symplectic structure

ω (aI , aI I ) = (aI , jaI I ) , (3.4)

with symplectic matrix j = diag (i,−i,−i, i). Again, a2 = ā1 and b2 = b̄1 on the
subspace Y ⊂ X . The corresponding Hamiltonian system reads

az = i
∂h

∂ ā
, bz = −i

∂h

∂ b̄
, (3.5)

together with the corresponding complex conjugate equation. The time inversion of the
coupled-mode equations (1.2) provides the symmetry of the stationary system (3.5):
a → b̄, b → ā. The spatial reflection induces the reversibility symmetry: a → b,
b→ a, z →−z.

Besides the Hamiltonian h, the phase equivariance a �→ eJ ϕa enforces an additional
conserved quantity, namely the pointwise transmission intensity

Ipt = |a|2 − |b|2. (3.6)

We define the output (transmitted) intensity and reflected intensity as

Iout = |a(L)|2, Iref = |b(0)|2. (3.7)

Conservation of the pointwise intensity Ipt results in the balance equation

Iin = Iout + Iref. (3.8)

The boundary conditions (3.2) fix the values of the conserved quantities to

h = hs(Iout), Ipt = Iout, (3.9)

where hs = −W (I 1/2
out , 0, I 1/2

out , 0). As a Hamiltonian system with two degrees of freedom
and two conserved quantities h and Ipt, the system (3.5) is integrable. Solutions to
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the boundary-value problem (3.1)–(3.2) can be constructed from a shooting argument.
Indeed, solve (3.1) backwards in spatial time z with the “initial” value: a(L) = I 1/2

out eiθout

and b(L) = 0. Because of the phase (gauge) invariance, we can always fix θout = 0. By
factoring the balance equation (3.6), the stationary solution is parameterized as

a(z) =
√

Iout + Q(z)eiθ(z), b(z) =
√

Q(z)eiφ(z), (3.10)

with the “initial” condition Q(L) = 0 and θ(L) = 0. At the left boundary, we have
Iref = Iin − Iout = Q(0).

Lemma 3.1. There exists a maximal output intensity 0 ≤ Ilim ≤ ∞, such that for
all output intensities below this value, i.e., for 0 ≤ Iout < Ilim, there exists a unique
(up to complex phase shift) stationary solution A∗(z) to (3.1) with real input intensity
Iin = IL(Iout) ≥ 0, where IL(0) = 0, and smoothly depending on the prescribed output
intensity Iout. If Ilim < ∞, then the unique branch of solutions diverges to infinity for
Iout → Ilim.

Proof. By smooth dependence on the initial data, the value of the solutions to the ODE
(3.1) in z = 0 depends smoothly on the initial data in z = L as long as the solution
does not blow up at a finite spatial time z0 ∈ (0, L). At Iout = 0, we find the spatially
homogeneous equilibrium A∗(z) ≡ 0 such that Iin = IL(0) = 0. At Iout small, the
solution A∗(z) remains in a neighborhood of the equilibrium A∗(z) ≡ 0 for finite spatial
time z, which excludes blowup. Therefore, there exists 0 < Ilim ≤ ∞ such that the
solution A∗(z) is unique and finite for any output intensity 0 ≤ Iout < Ilim.

We emphasize that for a prescribed value of the boundary-value parameter Iin, there
may exist several output intensities I j

out such that Iin = IL(I
j

out). In other words, the
solution branch, with Iout plotted over the parameter Iin, may have fold points where
I ′L(Iout) = 0. The slopes I ′L(Iout) might be negative for some values of Iout.

As an example, we consider the system (3.1)–(3.2) with specific potential W defined
in (1.3). By exploiting the parameterization (3.10), it is shown in [15] that Q(z) is a
positive solution of the nonlinear problem:

(
dQ

dz

)2

= Q(Iout + Q)[4(δ + m(Iout + 2Q))2 − 9n2 Q(Iout + Q)], (3.11)

with the boundary conditions Q(0) = Iin − Iout and Q(L) = 0. The input-output
transmission function Iin = IL(Iout) is shown on Figure 2(a) for n = 1, δ = 0.25,
m = 0, and on Figure 2(b) for n = 0, δ = 0.1, m = 5 (solid curve) and n = 0, δ = 0.1,
m = −5 (dashed curve). The length of the structure is fixed at L = 10.

The stationary solutions exist for all output intensities 0 ≤ Iout <∞ on Figure 2(a),
whereas the output intensities Iout are bounded by the limiting value such that 0 ≤
Iout < Ilim < ∞ on Figure 2(b). The case on Figure 2(a) is generally described as
optical bistability, whereas the case on Figure 2(b) is all-optical limiting. An elementary
analysis of (3.11) for large Q shows that optical bistability occurs for (16m2− 9n2) < 0
and all-optical limiting occurs for (16m2 − 9n2) > 0.
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Fig. 2. The transmission function Iin = IL(Iout) for (a) optical bista-
bility and (b) all-optical limiting, in the system (3.11). See parameters
of the system in the text

We now turn to the semi-infinite structures, when L = ∞. We are interested in
localized solutions, that is, we impose the boundary conditions

a(0) = I 1/2
in eiθin , lim

z→∞ a(z) = lim
z→∞ b(z) = 0. (3.12)

Existence of nondecaying solutions can, in general, not be excluded. For example, the
differential equation (3.1) could possess nontrivial equilibria A∗(z) �= 0 for L <∞ and
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Iout �= 0, which would then generate bounded solutions on z ∈ [0,∞) for suitable input
intensities Iin.

In order to understand the asymptotic behavior of possible localized stationary solu-
tions when z →∞, we study the linearization of (3.1) at a = b = 0. Since the potential
is purely nonlinear, we find

az = iδb, bz = −iδa.

Two solutions exist in the form: [
a±
b±

]
= e±δz

[
1

∓i

]
. (3.13)

With the normalization δ > 0, the solution (a+, b+) diverges as z → +∞ and the
solution (a−, b−) converges as z → +∞. They span the linear unstable and stable
subspace of the origin a = b = 0, respectively. For the full nonlinear equation, the
stable manifold is tangent to the stable (complex) linear subspace spanned by the vector
(1, i). By the conservation law (3.6), we check that |a(z)|2 = |b(z)|2 =: Q(z) for all
z ≥ 0, and we can therefore parameterize the stationary localized solutions as

a(z) =
√

Q(z)eiθ(z), b(z) =
√

Q(z)eiφ(z). (3.14)

Decay in the stable manifold follows the linear decay rate

Q(z) = Q∞e−2δz + o(e−2δz). (3.15)

By phase equivariance, we can obtain the complete set of solutions converging to zero
for z →+∞ from a single trajectory A∗(z) by simply rotating its phase. By translation
invariance, we can shift the solution A∗(z) and find new solutions A∗(z+z0). Uniqueness
of the stable manifold implies that all solutions that decay to zero as z → +∞ are of
this form. In particular, we can parameterize the set of localized solutions Q(z) by
the decay rate of the output intensity Q∞ and the complex phase. Note that the time-
t inversion symmetry a → b̄, b → ā fixes a direction in the stable eigenspace and
therefore an orbit in the stable manifold. We may therefore choose φ(z) = −θ(z), such
that limz→∞ θ(z) = −π4 as follows from (3.13) and (3.14).

Lemma 3.2. Let Q∞ be the decay rate of the output intensity, as defined in (3.15), which
parameterizes the set of localized stationary solutions. Then there exists a maximal decay
of the output intensity 0 < Qlim ≤ ∞ and a unique, smooth function Iin = I∞(Q∞),
which is defined for 0 ≤ Q∞ < Qlim, such that there exists a unique (up to complex
phase shift) stationary solution A∗(z) to the system (3.1) with this prescribed decay of
the output intensity Q∞ in (3.15). If Qlim < ∞, then the maximum of Q(z) and Iin

diverge to infinity as Q∞ → Qlim.

Proof. From the discussion above, any localized solution of (3.1) with (3.12) is of
the form A(z;ϕ, z0) = eJ ϕA∗(z + z0), generated from a unique solution A∗(z). With
the expansions (3.14), (3.15), we have the decay of the output intensity defined as
Q∞ = e2δz0 |a∗(z + z0)|2 and the input intensity defined as Iin = Q(0) = Q∗(z0). Since
A∗(z) is smooth, we find the smooth dependence of Iin on δz0 and then on Q∞.
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Remark 3.3. The stationary solutions can be parameterized equivalently by z0, the shift
of solutions in the unstable manifold, or the asymptotic decay rate, which are (mono-
tonically) related by Q∞ = e−2δz0 . The advantage of the parameterization by Q∞ is the
natural continuous extension to Q∞ = 0. Since I ′∞(Q∞) = Q′(0)Q′∞(z0), the turning
point of Iin = I∞(Q∞) occurs exactly when Q′(0) = 0.

Again, the stationary localized solution need not be unique for a fixed value of the
incident intensity Iin. In fact, several stationary localized solutions may exist and have
nonmonotonically decreasing amplitude Q(z).

As an example, we consider the system (3.1) with the potential W in (1.3). Restricting
to a = b̄ and exploiting the Hamiltonian function h, we find the differential equation [15]

(
dQ

dz

)2

= Q2[4(δ + 2m Q)2 − 9n2 Q2], (3.16)

for the localized solution Q(z). The input intensity is given by Iin = Q(0). Two different
types of localized solutions may exist in the equation (3.16), as shown on Figure 3. The
first type on Figure 3(a) exhibits only one monotonically decreasing solution for a given
Iin, e.g., for n = 0, δ = 0.1, m = 5 (dashed curve) and for n = 0, δ = 0.1, m = −5 (solid
curve). The second type on Figure 3(b) exhibits two localized solutions for a given Iin,
e.g., for n = 5, δ = 1, m = 0. One solution is monotonically decreasing (solid curve) and
the other solution has a unique maximum (dashed curve). As the decay rate Q∞ tends to
infinity, the stationary solution on Figure 3(b) converges to a reflection-symmetric pulse
of the equation (3.16) considered on z ∈ R, after an appropriate z-shift.

Let δ > 0. When (16m2 − 9n2) > 0 and m > 0, the localized solution is unique
for all values of the input intensity, 0 ≤ Iin < ∞ (see Figure 3(a), dashed curve).
When n = 0 and m < 0, the stable manifold connects to a nontrivial equilibrium
of (3.1) (see Figure 3(a), dotted line). Again, the localized solution is unique for any
0 < Iin <

δ
2|m| (see Figure 3(a), solid curve). The solution approaches the constant

solution when Iin → δ
2|m| . For all other parameter values, two stationary solutions coexist

for each value of 0 < Iin < Isol (see Figure 3(b), solid and dashed curves). Here I = Isol

is the positive root of the quadratic equation 4(δ+ 2m I )2− 9n2 I 2 = 0 (see Figure 3(b),
dotted line). When m = 0, Isol = 2δ

3|n| . One of the solutions is monotonically decreasing
whereas the other possesses a unique maximum at Qmax = Isol. When Iin → Isol, the two
solutions coalesce in a half-pulse with maximum at z = 0. The half-pulse corresponds
to the stationary solution called the Bragg soliton [20] with amplitude Isol, centered at
z = 0 and restricted to z ≥ 0. Thus, coexistence of localized solutions occurs precisely
when the stable manifold of the origin in the system (3.1) coincides with the unstable
manifold to form a homoclinic orbit on z ∈ R.

4. Review of Optical Bistability Theory

Optical bistability in photonic gratings of finite length is the regime, when the equation
Iin = IL(Iout) has at least two solutions for a given value of the input intensity Iin (see
Fig. 2(a)). In the physical theory of optical bistability, the branches with negative slopes
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Fig. 3. The stationary localized solutions Q(z) of the system (3.16) (a)
with single monotonically decreasing solution and (b) with double non-
monotonic solutions. See parameters of the system in the text.

of I ′L(Iout) are expected to be unstable against small amplitude fluctuations. A physical
description of the optical bistability theory is given by Gibbs [5, Appendix E] and by
de Sterke and Sipe [20, p. 223].

A mathematical proof for optical bistability does not seem to be developed, neither
for nonlinear Maxwell equations nor for the coupled-mode equations (1.2), although
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instability in case of negative-slope transmission function I ′L(Iout) < 0 is generally
expected to correspond to unstable eigenvalues of the linearized problem at the stationary
solutions. We address this general problem in our analysis in Sections 5 and 6. Some
previous results are listed below.

De Sterke solved the linear stability problem for the system (1.2)–(1.3) with m =
0 numerically [19]. The numerical shooting method captured a single real unstable
eigenvalue for the negative-slope time-independent solutions and a single pair of complex
eigenvalues at the upper positive-slope branch of the function Iin = IL(Iout).

Ovchinnikov used a direct solution method and solved the linear stability problem
for the one-dimensional Maxwell equation describing a finite-length uniform nonlinear
optical material [10]. A positive unstable eigenvalue was identified for solutions with
negative slope of Iin = IL(Iout). Complex eigenvalues were also approximated in [10].
Later, Ovchinnikov and Sigal showed that points of zero slope I ′L(Iout) = 0 are bifurca-
tion points, where an eigenvalue may cross the stability threshold at the origin [11].

Pelinovsky et al. [15] considered the all-optical limiting in the coupled-mode system
(1.2)–(1.3) for n = 0 (see Fig. 2(b)). The linear stability problem was analyzed with the
use of the AKNS spectral problem [15]. In accordance with the optical bistability theory,
the asymptotic stability of all time-independent solutions was proved in the all-optical
limiting regime with n = 0. Numerical finite-difference approximations of unstable
eigenvalues were constructed in the general case of n �= 0, m �= 0 by Pelinovsky
and Sargent [14]. One, two, and more real unstable eigenvalues were identified for the
negative-slope time-independent solutions after the finite-difference discretization. One,
two, and more pairs of complex unstable eigenvalues were found for the upper branches
of the positive-slope solutions. Complex eigenvalues were found numerically even for
the lowest positive-slope branch in some parameter configurations. We will show in
Section 9 that these results are not confirmed by the numerical method based on the
Evans function. The additional eigenvalues in [14] are likely to be generated by the
coarse finite-difference approximation.

The other major objective of this work is the analysis of spectral stability of localized
solutions in semi-infinite and large photonic gratings. To the best of our knowledge,
existence and stability of stationary solutions on the semi-infinite interval z ∈ [0,∞)
have not been considered previously. We show in Section 7 that nonmonotonic localized
solutions exhibit optical bistability similar to stationary solutions in finite-length struc-
tures. In particular, the nonmonotonic solutions with a positive-slope amplitude at z = 0
are always spectrally unstable.

5. Stability and Instability in Finite-Length Structures

We consider the system (1.2) and (1.4) on the affine space H 1
af(0, L), with L <∞. Recall

from Section 2 that stability of stationary solutions of A∗(z) is determined by spectral
stability of the linearized operator JL∗ whenever no spectrum is located in the closed
right half-plane. We therefore consider the linearized equation

d

dt
Ap = JL∗Ap, (5.1)
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where the operator JL∗ is defined in (2.6), (2.25), (2.26), and (2.27). The perturbation
vector Ap(z, t) satisfies the homogeneous boundary conditions (2.28). The linear oper-
ator JL∗ for the case L <∞ possesses only isolated eigenvalues of finite multiplicity.
In the case Iout = 0, the spectrum of JL∗ = JL is contained in the left half-plane with
Re λ < 0; see Lemma 2.1. The spectrum of JL∗ depends continuously on the solution
A∗(z). Therefore, the stationary solution A∗(z) is asymptotically stable for small inten-
sities Iout. The goal of this section is to derive an instability criterion based on the slope
of Iin = IL(Iout), which is the inverse transmission function. We prepare our main result
with a necessary criterion for a nontrivial kernel of L∗.

The linear eigenvalue problem for JL∗ is

JL∗ψ = λψ, (5.2)

where ψ(z) satisfies the homogeneous boundary conditions:

ψ1(0) = ψ3(0) = 0, ψ2(L) = ψ4(L) = 0. (5.3)

If λ ∈ C, the perturbation vector ψ(z) has no complex conjugation symmetry, i.e.,
ψ3 �= ψ̄1 and ψ4 �= ψ̄2, in general.

Lemma 5.1. Define Iin = IL(Iout) according to Lemma 3.1 and assume Iout > 0. Then
the operator JL∗ is invertible if, and only if, I ′L(Iout) �= 0. When I ′L(Iout) = 0, the
eigenvalue λ = 0 is of geometric multiplicity one.

Proof. Denote by A∗(z; Iout) the stationary solution, solving (3.1) with boundary con-
ditions (3.2). We use shooting with the right boundary conditions: ψ2(L) = ψ4(L) = 0.
The subspace of solutions to (5.2) satisfying the right boundary condition is complex
two-dimensional. The derivative ψ1 := ∂Iout A∗(z; Iout) of the family of solutions to the
nonlinear equation (3.1) with respect to the boundary value Iout provides one solution to
the linear equation (5.2) with λ = 0, satisfying the right boundary condition. Similarly,
the derivativeψ2 := JA∗(z; Iout)with respect to the family of solutions eJ ϕA∗(z; Iout),
generated by the gauge invariance, provides a second solution to (5.2) with λ = 0 sat-
isfying the right boundary condition. Assuming the condition θ(L) = 0 in (3.10), we
check thatψ1(L) = 1

2I 1/2
out
(1, 0, 1, 0)T andψ2(L) = iI 1/2

out (1, 0,−1, 0) and therefore these

two solutions are complex linearly independent.
The general solution to (5.2) with λ = 0 satisfying the right boundary conditions is

ψ(z) = c1ψ1(z)+ c2ψ2(z). The general solution satisfies the left boundary conditions
ψ1(0) = ψ3(0) = 0 when a determinant of a linear system for c1 and c2 is zero, where
the determinant is proportional to ā(0) ∂a(0)

∂ Iout
+ a(0) ∂ ā(0)

∂ Iout
= I ′L(Iout). Since a(0) �= 0, the

rank of the coefficient matrix for c1 and c2 is one if I ′L(Iout) = 0. Therefore, the kernel
of JL∗ is at most one-dimensional and is non-empty if I ′L(Iout) = 0.

Corollary 5.2. When I ′L(Iout) = 0, the eigenvector ψ0(z) of the kernel of JL∗ is

ψ0(z) =
∂

∂ Iout
A∗(z; Iout)− ∂θ(0)

∂ Iout
JA∗(z; Iout), (5.4)

where θ(z) is the argument of a(z) according to the parameterization (3.10).
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The kernel of the adjoint operator is studied in Appendix A. The zero eigenvalue λ
is algebraically simple if the eigenvectors of JL∗ and its adjoint are not orthogonal to
each other. We were not able to prove that the zero eigenvalue is always algebraically
simple for the case L < ∞. The proofs for the cases L = ∞ and L  1 are given in
Sections 7 and 8. However, we show numerically in Section 9 that the zero eigenvalue
is simple for all examples considered here.

Whenever I ′L(Iout) �= 0, we define the parity index of the stationary solution A∗(z) as

i(A∗) = (−1)iu , (5.5)

where iu denotes the number of real positive eigenvalues of JL∗, counted with alge-
braic multiplicity. By compactness of the linearized flow, Ec ⊕ Eu is finite-dimensional.
Therefore, the parity index is well defined. Let us check that the index is constant on a
branch of the stationary solution A∗(z; Iout), where I ′L(Iout) �= 0. Observe that zero is not
an eigenvalue along the branch. Therefore, the only possibility for a change of iu along
such a path is the collision of two complex conjugate eigenvalues on the positive real
axis, which does not change the parity i(A∗). Note that our index is the Leray-Schauder
degree of (exp(JL∗T ) − id), for T large enough; see [2] for Leray-Schauder degree
theory. Obviously, iu = −1 implies the existence of real positive eigenvalues and the
spectral instability of the stationary solution A∗(z).

Proposition 5.3. Suppose the solution curve Iin = IL(Iout) has only finitely many
turning points I ′L(Iout) = 0 for Iout ∈ [0, Ilim). Then the parity index i(A∗) is determined
by the slope of the input-output transmission function Iin = IL(Iout)

i(A∗) = sign I ′L(Iout). (5.6)

When I ′L(Iout) < 0, the stationary solution is spectrally unstable.

Proof. First, notice that small amplitude solutions are stable, as is the zero solution for
Iin = Iout = 0. This proves the lemma for small intensities Iin and Iout, when I ′L(Iout) > 0
and iu = 0. For large intensities Iin and Iout, it is sufficient to investigate a point where
I ′L(Iout) = 0 and two branches of stationary solutions collide. At such a collision point,
the dynamics can be reduced to a finite-dimensional center manifold; see Proposition 2.7
and Lemma 5.1. The flow is given by a finite-dimensional ordinary differential equation

u̇ = f (u; Iout).

By finite-dimensional degree theory, we conclude that the parity index i(A∗) changes
sign at any turning point of Iin = IL(Iout) as a function of Iout.

Remark 5.4. The proof of Proposition 5.3 could be simplified if we could ensure com-
pactness of the time-one map for the nonlinear flow, which would allow for a direct
application of nonlinear Leray-Schauder degree theory.

In the next section, we give yet another way to compute the index, exploiting a
variant of the Evans function for the boundary-value problem associated with the linear
operator JL∗.
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6. Evans Function Analysis in Finite-Length Structures

We present an alternative approach to the instability results reported in Section 5. We
exploit the fact that the eigenvalue problem for JL∗ can be written as a system of
first-order differential equations:

dψ

dz
= [A(z)+ λB]ψ. (6.1)

The results in this section are similar to those in the previous section. However, we will
be able to improve Proposition 5.3 and drop the assumption of finitely many turning
points.

We define a complex analytic function EL(λ), called the Evans function, associated
with the particular boundary conditions (5.3). The zeroes of the analytic function EL(λ)

coincide precisely with the eigenvalues λ of the linear operator JL∗. The multiplicity
of zeroes of the Evans function coincides with the algebraic multiplicity of eigenvalues.
The function EL(λ) is real for real values of λ. We will normalize this function such that
EL(λ) > 0 for large positive λ. Note that for any function with these properties, the sign
of EL(0) has to coincide with the parity index i(A∗), defined in Section 5. Indeed, the
number of zeroes of the real analytic function on λ ∈ (0,∞) is even if EL(0) > 0, and
odd if EL(0) < 0. Again, we have to count zeroes with multiplicity.

We now show how to construct such an analytic function EL(λ) for the finite interval
z ∈ [0, L]. As a major advantage, this formulation carries over to the case of the un-
bounded interval z ∈ [0,∞), where we lose the compactness, which seems necessary
in the construction of the Leray-Schauder–type index. As a drawback, the construction
is essentially one-dimensional in space z.

We define four particular solutions of the system (5.2) on z ∈ [0, L] with initial
conditions

u−1 (0; λ) = e2, u−2 (0; λ) = e4, u+1 (L; λ) = e1, u+2 (L; λ) = e3, (6.2)

where ej are unit vectors in R4 (note that the solutions u±j (z; λ) ∈ C4 will be complex).
The two solutions [u−1 (z; λ),u−2 (z; λ)] span the subspace of solutions satisfying the left
boundary conditions (5.3) at z = 0. The other two solutions [u+1 (z; λ),u+2 (z; λ)] span
the subspace defined by the right boundary conditions (5.3) at z = L . The intersec-
tion between the two subspaces is traced by the Evans function EL(λ) defined as the
determinant

EL(λ) = −det[u−1 (z; λ),u−2 (z; λ),u+1 (z; λ),u+2 (z; λ)] e−2λL , (6.3)

where the entire function e−2λL is introduced for a normalization of EL(λ) for larger
positive λ. Writing u±j = (u±j1, u

±
j2, u

±
j3, u

±
j4)

T and taking into account the boundary
conditions (6.2) at z = 0, the 4×4-determinant in (6.3) reduces to the 2×2-determinant

EL(λ) =
∣∣∣∣∣u
+
11(0; λ) u+21(0; λ)

u+13(0; λ) u+23(0; λ)

∣∣∣∣∣ e−2λL . (6.4)

We summarize the properties of the Evans function in the following lemma.
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Lemma 6.1. Define the Evans function EL(λ) as the determinant in (6.3). Then the
Evans function is well-defined, independent of z, and an analytic function of λ ∈ C.
Zeroes of EL(λ) coincide with the spectrum of JL∗, and the multiplicity of zeroes of
EL(λ) corresponds to algebraic multiplicity of eigenvalues of JL∗. For real values of
λ, EL(λ) is real and satisfies the normalization condition EL(λ) > 0 for real large
positive λ.

Proof. The determinant (6.3) is a Wronskian determinant of four particular solutions of
a linear system of differential equations (6.1). The volume spanned by these four vectors
is invariant under the linear flow since the matrices on the right side of (6.1) all have
zero trace.

Since the system of differential equations (6.1) is analytic in λ, the solutions u±1,2(z; λ)
with the initial values (6.2) are analytic functions of λ for any finite λ ∈ C, and so is the
determinant EL(λ).

From the definition, it is clear that EL(λ) vanishes precisely when the solutions
u+1,2(z; λ) and u−1,2(z; λ) are linearly dependent. The system (6.1) then possesses a so-
lution satisfying the boundary conditions (5.3). Following [3], it is straightforward to
conclude that the multiplicity of zeroes of EL(λ) coincides with the algebraic multiplicity
of eigenvalues λ.

The two equations for ψ3(z) and ψ4(z) in the system (6.1) are complex conjugate to
the two equations for ψ1(z) and ψ2(z), with λ replaced by λ̄. This shows that

EL(λ) = −det[u−1 (z; λ),u−2 (z; λ),u+1 (z; λ),u+2 (z; λ)] e−2λL

= −det[ū−2 (z; λ̄), ū−1 (z; λ̄), ū+2 (z; λ̄), ū+1 (z; λ̄)] e−2λL = ĒL(λ̄)e
2(λ̄−λ)L .

In particular, EL(λ) is real for λ ∈ R.
Next, consider the limit λ→+∞, λ ∈ R. Set λ = 1/ε and rescale ζ = (z− L)/ε. In

the limit ε→ 0, the problem (6.1) becomes

dψ1

dζ
= −ψ1 + O(ε),

dψ3

dζ
= −ψ3 + O(ε),

dψ2

dζ
= ψ2 + O(ε),

dψ4

dζ
= ψ4 + O(ε).

(6.5)

For ε = 0, we find explicit solutions of (6.5) as u+1 (z; λ) = e1e−ζ and u+2 (z; λ) = e3e−ζ .
The formal limit ε = 0 in the formula (6.4) gives limλ→+∞ EL(λ) = limε→0+ EL(ε) = 1.
At ε = 0, solutions of (6.5) generate a hyperbolic structure for ζ ∈ R:ψ1,3(ζ ) ∼ e−ζ and
ψ2,4(ζ ) ∼ eζ . The ζ -dependence of the O(ε)-terms is slow. For finite ε, the hyperbolic
structure persists: There exist unique complex two-dimensional stable and unstable sub-
spaces E s/u(ζ ) such that solutions in E s/u(ζ ) decay exponentially for ζ → ±∞, respec-
tively. The initial conditions at ζ = 0 lie O(ε) close to the stable subspace. Transporting
the subspace (ψ1, ψ2, ψ3, ψ4) = (∗, 0, ∗, 0), spanned by these initial conditions, with
the linear flow to ζ = −L/ε, a λ-Lemma ensures that the subspace is O(−c/(εL))-close
to the stable subspace (ψ1, ψ2, ψ3, ψ4) = (0, ∗, 0, ∗). This ensures that EL(λ) is posi-
tive, nonzero, for large positive λ. Note that the function EL(λ) therefore cannot vanish
entirely and zeroes are therefore isolated. This recovers discreteness of the spectrum of
the compact resolvent operator JL∗.
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With the Evans function as a tool, we are able to extend Proposition 5.3 to the case
of possibly infinitely many turning points.

Proposition 6.2. The number iu of real positive eigenvalues λ of JL∗ is given by the
sign of the derivative of the transmission function Iin = IL(Iout):

sign I ′L(Iout) = (−1)iu ,

whenever I ′L(Iout) �= 0. In particular, the stationary solutions A∗(z) with negative-slope
transmission function I ′L(Iout) < 0 are always spectrally unstable.

Proof. We compute EL(0) in terms of the derivative I ′L(Iout). At λ = 0, the subspace
of solutions satisfying the right boundary condition is spanned by

ψ1(z) =
∂

∂ Iout
A∗(z; Iout), ψ2(z) = JA∗(z; Iout).

The solutions u+1,2(z; λ) required for the computation of the Evans function are then
found explicitly at λ = 0:

u+1 (z; 0) =
√

Iout

[
ψ1(z)−

i

2Iout
ψ2(z)

]
,

u+2 (z; 0) =
√

Iout

[
ψ1(z)+

i

2Iout
ψ2(z)

]
, (6.6)

with coefficients determined by the boundary conditions (6.2). A direct computation
using (6.4) gives the simple result

EL(0) = I ′L(Iout). (6.7)

Due to normalization EL(λ) > 0 for large real positive λ, the real analytic function
EL(λ), λ ∈ R possesses an odd number of zeroes in λ > 0 if I ′L(Iout) < 0.

Corollary 6.3. Assume that the transmission function Iin = IL(Iout) has only finitely
many extrema. Then the parity index i(A∗) coincides with the sign of the Evans function
evaluated in λ = 0, whenever I ′L(Iout) �= 0,

i(A∗) = signEL(0).

Proof. Both quantities, i(A∗) and sign EL(0), are nonzero when I ′L(Iout) �= 0 and the
kernel is trivial. Also, both quantities count the number of eigenvalues on Re λ > 0
modulo 2, and therefore coincide.

7. Stability and Instability in Semi-Infinite Length Structures

We consider the system (1.2) and (1.5) on the affine space H 1
af(0,∞). We focus on spectral

stability, which is a necessary criterion for nonlinear stability. A nonlinear stability
analysis is beyond the scope of this paper.
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Stationary, localized solutions in semi-infinite structures are described in Lemma 3.2.
Spectral stability of such solutions refers to the spectrum of the linear operator JL∗ on
H 1([0,∞),C4) and boundary conditions (1.5). The corresponding eigenvalue problem
is defined by the system (5.2),

JL∗ψ = λψ, (7.1)

together with boundary conditions

ψ1(0) = ψ3(0) = 0. (7.2)

Since stationary solutions A∗(z) decay to zero as z → +∞, the operator JL∗ is a
relatively compact perturbation of JL∞. Therefore, the essential spectrum is given by
λ ∈ �∞ as defined in Lemma 2.3. Outside of the essential spectrum at λ ∈ C\�∞, the
eigenvalues λ of the point spectrum correspond to exponentially localized eigenfunctions
ψ(z) as z →+∞. The point spectrum is empty for Iin = 0.

We emphasize that JL∗ does not possess a compact resolvent, and it therefore seems
difficult to generalize the Leray-Schauder–type reasoning from Section 5 to the semi-
infinite interval L = ∞. We therefore pursue the approach based on the Evans function
construction from Section 6.

Using exponential dichotomies, it is not difficult to see that eigenfunctions actually
decay exponentially. Indeed, there is a complex analytic projection P s(z0) on the set of
initial values at z = z0 to bounded solutions of (7.1), with complex two-dimensional
range E s(z0) ⊂ C4. We can choose analytic bases u+1,2(z; λ) in E s(z0) with prescribed
asymptotic behavior:

lim
z→∞ eνzu+1 (z; λ) =

1

δ




δ

i(ν − λ)
0

0


 , lim

z→∞ eνzu+2 (z; λ) =
1

δ




0

0

δ

i(λ− ν)


 , (7.3)

where ν = √δ2 + λ2 such that Re(ν) > 0. Note that the square-root is cut precisely
along the essential spectrum, where the construction of stable manifolds is ambiguous.
We can define two particular solutions of (7.1) through the left boundary condition, just
like in the case of L <∞,

u−1 (0; λ) = e2, u−2 (0; λ) = e4. (7.4)

The two solutions [u−1 (z; λ),u−2 (z; λ)] span the subspace associated with the left bound-
ary conditions (7.2) at z = 0 and the other two solutions [u+1 (z; λ),u+2 (z; λ)] span the
two-dimensional subspace E s of solutions which remain bounded as z →∞. The Evans
function E∞(λ) is now defined as the determinant

E∞(λ) = −det[u−1 (z; λ),u−2 (z; λ),u+1 (z; λ),u+2 (z; λ)]

=
∣∣∣∣∣
u+11(0; λ) u+21(0; λ)
u+13(0; λ) u+23(0; λ)

∣∣∣∣∣ . (7.5)



Stability Analysis of Stationary Light Transmission 371

Again, the Evans function traces intersections between the boundary and stable sub-
spaces, and its zeroes therefore correspond to the point spectrum of the operator JL∗
with (7.2). We summarize the properties of the Evans function E∞(λ) in the semi-infinite
domain L = ∞, which are similar to the properties of the Evans function EL(λ) in the
finite interval L <∞.

Lemma 7.1. Define the Evans function E∞(λ) as the determinant in (7.5). The Evans
function is then well-defined, independent of z, and an analytic function in the comple-
ment of the essential spectrum λ ∈ C\�∞. Zeroes of E∞(λ) coincide with point spectrum
of JL∗ and multiplicity of zeroes corresponds to algebraic multiplicity of eigenvalues.
For real values of λ, E∞(λ) is real and satisfies the normalization condition EL(λ) > 0
for real large positive λ.

The following proposition is similar to Proposition 6.2. The positive slope of Q(z) at
the left boundary z = 0 plays the role of the negative slope of the transmission function
Iin = IL(Iout). The amplitude function Q(z) is introduced in the parameterization (3.14)
of the stationary localized solution A∗(z).

Proposition 7.2. The number iu of real positive eigenvalues λ of JL∗ is given by the
sign of the derivative of the transmission function Iin = I∞(Q∞):

sign I ′∞(Q∞) = −sign Q′(0) = (−1)iu ,

wheneverI ′∞(Q∞) �= 0. In particular, the stationary solutions A∗(z)with negative-slope
transmission function I ′∞(Q∞) < 0 (corresponding to positive slope Q′(0) > 0) are
always spectrally unstable.

Proof. We follow the proof of Proposition 6.2. We compute E∞(0) in terms of Q′(0).
At λ = 0, the subspace of solutions decaying as z →+∞ is spanned by

ψ2(z) = JA∗(z), ψ3(z) = A′∗(z). (7.6)

The solutions u+1,2(z; λ) required in the computation of the Evans function are then found
explicitly at λ = 0 as

u+1 (z; 0) =
−e

iπ
4

2δ
√

Q∞
[ψ3(z)+ iδψ2(z)],

u+2 (z; 0) =
−e−

iπ
4

2δ
√

Q∞
[ψ3(z)− iδψ2(z)], (7.7)

where the coefficients of the linear combinations are found from the boundary conditions
(7.3). We evaluate u+1,2(z; 0) at z = 0 and find from (7.5) that

E∞(0) = −Q′(0)
2δQ∞

. (7.8)

This proves the proposition in view of Remark 3.3 and the normalization E∞(0) > 0
for large real positive λ.
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Corollary 7.3. When Q′(0) = 0, λ = 0 is an eigenvalue of JL∗, since E∞(0) = 0.
The corresponding eigenfunction ψ0(z) can be found explicitly as

ψ0(z) = A′∗(z)− θ ′(0)JA∗(z), (7.9)

where θ(z) = arg(a(z)) in (3.14).

In the present case of a semi-infinite domain, we can prove that there cannot be any
generalized eigenvectors to ψ0(z), i.e., the eigenvalue λ = 0 of the operator JL∗ is
always algebraically simple for the case L = ∞, when Q′(0) = 0.

To prepare the next lemma, we introduce the adjoint(JL)ad
∗ of the closed and densely

defined operator JL∗. A direct computation shows that

(JL∗)ad: D((JL∗)ad)=H 1(R+,C4) ∩ {φ2(0)=φ4(0)=0} → L2(R+,C4). (7.10)

Pointwise, the adjoint coincides with (JL∗)ad = −L∗J and only differs through the
adjoint boundary conditions: φ2(0) = φ4(0) = 0 for the adjoint eigenfunction φ(z).
When Q′(0) = 0, the one-dimensional kernel of the adjoint is spanned by a suitable
linear combination of J u+1 (z; 0) and J u+2 (z; 0), namely,

φ0(z) = JA′∗(z)− θ ′(0)A∗(z). (7.11)

Lemma 7.4. The eigenvalue λ = 0 is at most of algebraic multiplicity one.

Proof. Suppose the kernel is nontrivial. We first show that the kernel is at most one-
dimensional. Shooting with the left initial conditions shows that the kernel is at most
two-dimensional. The subspace of solutions to the linearized equation that are bounded
as z → ∞ is spanned by u+1 (z; 0) and u+2 (z; 0) from (7.7). Inspecting the definition,
we see that u+2 (z; 0) never satisfies the boundary condition (7.2), which shows that the
kernel is at most one-dimensional. It remains to show that ψ0(z) does not belong to the
range of JL∗. Since we are outside of the essential spectrum, we may use Fredholm’s
alternative and show that the eigenvector ψ0(z) belongs to the range if and only if it
is perpendicular to the kernel of the adjoint. Computing the inner product (φ0,ψ0)Y in
Y ⊂ [L2(0,∞)]4, and exploiting that J ad = −J = J −1 is unitary, skew-adjoint, we
find

(φ0,ψ0)Y = −2θ ′(0)
∫ ∞

0

d

dz
(|a|2 + |b|2) dz = 4θ ′(0)Q(0).

If Q′(0) = 0 and θ ′(0) = 0, then A′∗(0) = 0 and A∗(z) ≡ const, which contradicts the
assumption that A∗(z) is the stationary localized solution. Therefore, the eigenfunction
ψ0(z) spanning the kernel of JL∗ does not lie in the range and the generalized kernel
is one-dimensional as claimed.

We note that the lemma implies that E ′∞(0) �= 0 whenever E∞(0) = 0. We actually
computed the derivatives E ′∞(0) and E ′L(0) for later reference in Appendix B. When
Q′(0) = 0 and E∞(0) = 0, it follows from (B.12) of Appendix B that

E ′∞(0) =
Iin

δQ∞
(> 0).
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The sign of E ′∞(0) actually gives the direction of crossing for the small eigenvalue near
the turning point.

Proposition 7.5. Suppose the stationary solution A∗(z) satisfies the turning point con-
dition Q′(0) = 0 at Iin = Q(0) = Isol. Then, the two stationary localized solutions
A∗(z) exist for Iin < Isol in a local open neighborhood of Isol. The operator JL∗ has
a small positive eigenvalue λ for the branch of solutions with Q′(0) > 0 and a small
negative eigenvalue λ for the branch of solutions with Q′(0) < 0.

Proof. Consider the Taylor expansion of E∞(λ) near λ = 0:

E∞(λ) = E∞(0)+ E ′∞(0)λ+ O(λ2). (7.12)

Let ε = Isol − Iin > 0 and Q′(0) = εQ1 + O(ε2). The asymptotic approximation for
the eigenvalue λ = λ0(ε) as zero of E∞(λ) is

λ0(ε) = − E∞(0)
E ′∞(0)

+ O(ε2) = εQ1

2Isol
+ O(ε2). (7.13)

The small eigenvalue λ0(ε) is positive for Q1 > 0, i.e., Q′(0) > 0, and it is negative for
Q1 < 0, i.e., Q′(0) < 0.

The Evans function E∞(λ) traces eigenvalues in Re λ > 0 and thereby detects all
possible instabilities of stationary localized solutions A∗(z). In order to detect the onset
of possible instabilities, it is necessary to extend the Evans function E∞(λ) across the
imaginary axis, where the essential spectrum of JL∗ is located; see Lemma 2.3.

Lemma 7.6. [4], [7] There is ε > 0 such that the Evans function E∞(λ) possesses a
unique analytic continuation into {Re λ > −ε}\{| Im λ| = δ, Re λ ≤ 0}. The Evans
function E∞(λ) is an analytic function of

√
λ2 + δ2 in a neighborhood of λ = ±iδ. In

particular, E∞(λ) is continuous in Re λ ≥ 0. Moreover, E∞(λ) depends smoothly on Q∞
and is continuous in Q∞ = 0 as an analytic function of λ and

√
λ2 + δ2, respectively.

Proof. Analyticity follows from analyticity of the eigenvectors and uniform exponential
convergence of the coefficients via a strong-stable manifold argument as in [4], [7].
Dependence on the decay rate Q∞ is smooth since the coefficients of the linearized
equation depend smoothly on Q∞.

Lemma 7.7. For Q∞ = 0, we have E∞(λ) > 0 for all Re λ ≥ 0.

Proof. A straightforward computation shows that the left boundary condition (7.2) does
not intersect the eigenspace corresponding to (7.3) in the case A∗(z) ≡ 0, for Re λ ≥ 0,
and ν = √δ2 + λ2.

We give a physical interpretation of Lemma 7.7. Zeroes of the Evans function on the
imaginary axis correspond to radiative modes. The branch point of the Evans function
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λ = iδ corresponds to an asymptotically constant eigenfunction, which possesses zero
group velocity. The lemma states that the boundary conditions do not generate either
type of modes.

Lemma 7.8. Consider the Evans function depending on 0 ≤ Q∞ < Qlim ≤ ∞. Then
there is M > 0 such that the Evans function does not vanish for |λ| > M:

|E∞(λ)| ≥ E∞ > 0 for all Re λ ≥ 0, |λ| ≥ M > 0.

Proof. The arguments are very similar to [7, Section 2.4], and we omit details.

The previous three lemmas allow us to immediately conclude spectral stability of
small amplitude structures in semi-infinite domains.

Corollary 7.9. There is Q∗ > 0 such that for all 0 ≤ Q∞ < Q∗, the Evans function
E(λ; Q∞) does not vanish in Re λ ≥ 0.

8. Stability and Instability in Large Structures

The purpose of this section is to bring together the results in the previous three sec-
tions and investigate the limit of large structures L → ∞. This section is organized as
follows. We first show that the nonlinear stationary bifurcation diagram converges in
the limit L → ∞, Proposition 8.1. We then investigate the behavior of the lineariza-
tion about a particular stationary solution and show that point spectra of the linearized
operator converge in a complement of the essential spectrum of the limiting problem,
Proposition 8.2. We then describe the fate of the essential spectrum when truncating the
semi-infinite domain. After motivating the results by simple convection-diffusion and
scalar coupled-mode equations, we state two results on set-wise convergence of spectra
including a neighborhood of the essential spectrum, Propositions 8.4 and 8.6. We also
give expansions for the location of eigenvalues approximating the essential spectrum.
Together, these results show stability in arbitrarily large structures in the low input inten-
sity regime. We conclude with an expansion for the location of fold points of the inverse
transmission function for large domain-size, Proposition 8.9.

We denote by Iin = IL(Iout) the (inverse) transmission function in a bounded domain
z ∈ [0, L], Lemma 3.1, and by Iin = I∞(Q∞) the transmission function in the semi-
infinite domain z ∈ [0,∞), Lemma 3.2. Recall that Iin = IL(Iout) is defined on Iout ∈
[0, Ilim)with Ilim ≤ ∞ and Iin = I∞(Q∞) is defined on Q∞ ∈ [0, Qlim)with Qlim ≤ ∞.

Proposition 8.1. Fix an interval of input intensities {0 ≤ Iin ≤ I0} = I∞([0, I+]) such
that I∞([0, I+]) is a compact subset of I∞([0, Is)) and let L, the length of the interval,
be sufficiently large. Then the (inverse) transmission function IL(Iout) is defined on
[0, I+(L)] with

I+(L) ≥ 2I+e−δL . (8.1)
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The (unique) stationary solution A∗(z; L , Iout) corresponding to an output intensity
Iout < I+(L) is exponentially close to the stationary solution A∗(z;∞, Q∞) in the
unbounded domain with asymptotic decay rate

Q∞(Iout) = Iout

2
e2δL , (8.2)

such that

|A∗(z; L , Iout)− A∗(z;∞, Q∞)| ≤ Ce−δLe−δ(L−z). (8.3)

In particular, the renormalized transmission function converges,

lim
L→∞

IL(2e−2δL Q∞) = I∞(Q∞).

Proof. Consider the initial-value problem for the stationary system (3.1) with a(L) =
I 1/2
out , b(L) = 0, such that Iout is small. Since the Hamiltonian system is integrable, the

stable manifold of a = b = 0 possesses a smooth unstable fibration. Projecting the initial
value along this fibration onto the stable manifold, we find the following expansion for
the solution A∗(z; L , Iout):

|A∗(z; L , Iout)− eiθA∗(z;∞, Q∞)| = O(Ioute
δ(z−L)). (8.4)

Here, A∗(z;∞, Q∞) denotes the (unique up to complex phase) solution in the stable
manifold with decay

√
Q∞e−δz . Smoothness of the fibration ensures that the decay rate

Q∞ and the phase θ depend smoothly on Iout > 0. The leading order term is found from
the projection of the subspace defined by the right boundary condition along the unstable
subspace onto the stable subspace. A straightforward computation gives (8.2) such that
the lemma follows from combining (8.4) with the expansion for Iout.

We emphasize that the converse of the proposition need not be true: There may exist
stationary solutions that, as L → ∞, do not converge to a solution in the unbounded
domain. As a prototype of such solutions, the reader may think of concatenated pulses,
which are forced to remain stationary by the boundary conditions, but in the semi-infinite
domain would interact in time (we actually showed that there cannot be a stationary
solution on the semi-unbounded domain consisting of two concatenated copies of the
primary pulse, by integrability).

Proposition 8.2. Denote by �L and �∞ the spectra of the linearization about
A∗(z; L , Iout) and A∗(z;∞, Q∞), described in Proposition 8.1. Then for any compact
subset G of the complement of the essential spectrum C\�∞, there exists constants
C, η > 0 such that

distH (�L ∩ G, �∞ ∩ G) ≤ Ce−ηL , (8.5)

where distH denotes the symmetric Hausdorff distance. If λ∗ ∈ �∞ is of algebraic
multiplicity �, then for L sufficiently large there is ε > 0 such that there are precisely �
eigenvalues (counted with multiplicity) in �L ∩ Bε(λ∗), ε sufficiently small.
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Proof. The proof is identical to [17, Lemma 4.3]. Note that the absolute spectrum
described there coincides with the essential spectrum due to the reflection symmetry
a → b, b→ a, z →−z, which fixes the asymptotic state a = b = 0.

Corollary 8.3. Let L > L∗ be sufficiently large. Then the first turning point of the trans-
mission function I ′L(Iout) = 0 corresponds to a simple eigenvalue of the linearization
about the steady state.

If we assume absence of purely imaginary eigenvalues at the turning point, the corollary
guarantees existence of a one-dimensional center-manifold, where the dynamics is given
by the standard saddle-node bifurcation u̇ = µ(Iin) + u2, where u parameterizes the
kernel (approximately given by the derivative of the half-soliton), and µ′(Iin) > 0.

The above results on convergence of point spectrum are complemented by conver-
gence of the essential spectrum. The general setup is similar to [17, Thm. 3 & 5]. Since
the resolvent of the differential operator in a bounded domain is compact, essential
spectra disappear. For example, the essential spectrum (−∞, 0] of ∂zz considered as
a closed operator on L2(R) breaks up into the countable set {−π2n2

L2 ; n ∈ N+} when
the operator is considered on z ∈ [0, L] with Dirichlet boundary conditions. Note that
as L → ∞, every individual eigenvalue converges to 0, but the set of eigenvalues
fills out the negative real axis in the limit. Gaps between eigenvalues become small,
uniformly in bounded subsets of the complex plane. In particular, point spectra con-
verge to the essential spectrum in the symmetric Hausdorff distance, restricted to com-
pact subsets of the complex plane. In [17], it is shown that this behavior is typical for
eigenvalue problems on the real line versus a large finite interval, with asymptotically
constant or periodic coefficients, if the essential spectrum is replaced by the absolute
spectrum. For example, the spectrum of the convection-diffusion operator ∂zz + ∂z with
Dirichlet boundary conditions on [0, L] converges to (−∞,−1/4], and not to the es-
sential spectrum λ = −k2 + ik, k ∈ R. However, whenever the asymptotic problem at
z = ±∞ possesses a reflection symmetry as in our case, essential and absolute spectra
coincide.

In order to motivate the following results, we consider the simplest example, where
the phenomenon of spectral breakup is visible. Consider the set of two transport
equations

ut = ux , vt = −vx , (8.6)

with boundary conditions

α−u(0)+ β−v(0) = 0, α+u(L)+ β+v(L) = 0. (8.7)

Essential and absolute spectra of the operator on the right-hand side of (8.6), when
considered on the entire real axis, coincide with the imaginary axis. The eigenvalue
problem in the bounded domain,

λu = ux , λv = −vx ,

α−u(0)+ β−v(0) = 0, α+u(L)+ β+v(L) = 0, (8.8)
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can be explicitly solved, substituting u(L) = eλLu(0), v(L) = e−λLv(0). Eigenvalues
correspond to zeroes of the determinant

D(λ) =
(
α− β−
α+eλL β+e−λL

)
.

Expanding shows that the equation D(λ) = 0 can be written as a quadratic equation in
η = eλL ,

α+β−η2 − α−β+ = 0. (8.9)

This equation encodes all the scattering information on reflections at the boundary, and
we call the left-hand-side of (8.9) the scattering polynomial associated with (8.8). The
zero η = η∗ is given by the average reflection coefficient

η∗ =
√
α−β+
β−α+

.

In particular, the case η∗ > 1 gives instability with real positive λ, while the case
η∗ < 1 gives stability with real negative λ. The main result in [17] shows that eigenvalue
problems for nonlinear systems typically reduce to quadratic polynomial equations of
the type (8.9).

When trying to apply the results from [17] to the present set-up, we face two major
complications. First, the essential spectrum here is double, represented by forward and
backward propagating linear waves, together with the complex phase invariance. This
violates a “genericity” assumption, Hypothesis 8, in [17]. As a second difficulty, conver-
gence of spectra is not sufficient in order to decide on spectral stability or instability, since
the limiting spectrum is located on the (neutrally stable) imaginary axis. We therefore
compute the first-order correction to the location of the eigenvalues. Since convergence
of spectra is different at the edge λ∗ = iδ of the essential spectrum, we state the result
in this case as a separate proposition. Together, the expansions below allow us to give
necessary and sufficient open conditions for spectral stability, uniformly in the size of
the domain.

In order to state the result on the asymptotics near the essential spectrum, we have to
introduce the equivalent of the scattering polynomial (8.9). Since our eigenvalue problem
is posed in C4 and is nonautonomous in space z, the construction is slightly more in-
volved. However, due to the exponential decay of the stationary solution A∗(z), the linear
evolution operator ϕ∞(0, L; λ) to the system (7.1) is conjugate to the evolution operator
ϕ0(0, L; λ) for the constant coefficient system (7.1) with zero potential W (z) ≡ 0,

ϕ∞(0, L; λ) = τ(λ)ϕ0(0, L; λ)+ O(e−δL).

We choose a basis u−1,2(0; λ) of the linear subspace of C4 which satisfies the boundary
conditions (5.3) at z = 0 and a corresponding basis u+1,2(L; λ) for z = L; see (6.2).
Eigenvalues correspond to zeroes of the determinant:

D(λ) = det (τ (λ)ϕ0(0, L; λ)u−1 (0; λ),
τ (λ)ϕ0(0, L; λ)u−2 (0; λ),u+1 (L; λ),u+2 (L; λ)). (8.10)
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We freeze τ(λ) at a given value λ = λ∗. Evaluating the determinant D(λ), we find the
fourth-order scattering polynomial

c4(λ∗)η4 + c2(λ∗)η2 + c0(λ∗) = 0, η = eν(λ)L , (8.11)

where ν(λ) = √δ2 + λ2.

Proposition 8.4. Assume that for some λ∗ ∈ i(δ,∞), the scattering polynomial (8.11)
possesses a simple root η = η∗ �= 0. Then, in the setting of Proposition 8.2, the point
spectra in the bounded domain converge to the union of essential and point spectrum in
the unbounded domain,

distH (�L ∩ G, �∞ ∩ G)→ 0 as L →∞. (8.12)

Here distH denotes the symmetric Hausdorff distance and G any compact subset of the
complex plane. In particular, the number of eigenvalues in a small neighborhood of a
point λ∗ of the essential spectrum converges to infinity as L →∞.

Moreover, if all four roots of (8.11) satisfy |η∗| < 1, then all eigenvalues in a neigh-
borhood of λ∗ possess negative real part for L sufficiently large. If there exists a root with
|η∗| > 1, then there exist unstable eigenvalues in a neighborhood of λ∗ for L sufficiently
large.

Proof. Choose a point λ∗ = iω with ω > δ such that η∗ is a simple root of the scattering
polynomial (8.11). We show that in any fixed neighborhood of this point, the number
of eigenvalues tends to infinity. Denote by E∓ ⊂ C

4 the subspaces corresponding to
the left and right boundary conditions (5.3). Let ϕ∞(z, ζ ; λ) and ϕL(z, ζ ; λ) denote
the linear evolution operator on C4 to (7.1) and (5.2), with potential W (z) evaluated
for the stationary solutions A∗(z) in the semi-infinite and finite structure, respectively.
Since the nonlinear stationary states converge exponentially to the stationary state in the
semi-infinite structure (8.3), we have |ϕ∞(z, ζ ; λ) − ϕL(z, ζ ; λ)| ≤ Ce−δL , uniformly
in 0 ≤ z, ζ ≤ L and λ close to λ∗.

Denote by E s(z; λ) ⊂ C4 the stable subspace of initial valuesψ(z) at z = 0 such that
|ϕ∞(ζ, z; λ)ψ(z)| → 0 as ζ →∞. From Lemma 7.6 and its proof we can conclude that
E s(z; λ) ⊂ C4 is analytic in λ in a neighborhood of λ∗.

Eigenvalues in the bounded domain [0, L] correspond to nontrivial intersections be-
tween the subspaces ϕL(0, L; λ)E− with E+.

Let ϕ0(z, ζ ; λ) denote the solution operator to (7.1) with zero potential W (z) ≡ 0.
Exponential decay of the stationary solution implies that there exists a linear invertible
transformation τ(λ), analytic in λ, such that

|ϕ∞(0, L; λ)− τ(λ)ϕ0(0, L; λ)| ≤ Ce−δL .

In particular ϕ∞(0, L; λ)E− is exponentially close to τ(λ)ϕ0(0, L; λ)E+ as a linear sub-
space of C4. The linear transformation τ(λ)measures the influence of the z-dependence
of the coefficient. Note that τ(λ) is independent of L . It is therefore sufficient to inves-
tigate nontrivial intersections between the subspaces τ(λ)ϕ∞(0, L; λ)E− and E+. The
linear evolution ϕ0(0, L; λ) is explicitly known from (2.13). We next choose bases in E±
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and compute D(λ) as in (8.10). Again, D(λ) vanishes precisely when λ is an eigenvalue.
Exploiting the explicit form of ϕ0(0, L; λ), we find that

D(λ) = c4(λ)e
2ν(λ)L + c2(λ)+ c0(λ)e

−2ν(λ)L , (8.13)

with analytic coefficients c0,2,4(λ). We may multiply by e2ν(λ)L �= 0 and substitute
η = eν(λ)L �= 0 to arrive at the eigenvalue equation

c4(λ)η
4 + c2(λ)η

2 + c0(λ) = 0. (8.14)

Since η′(λ) is large, of order O(L), we first study the system with frozen coefficients
c0,2,4(λ) at λ = λ∗. We arrive at the scattering polynomial (8.11), which possesses a
nonzero simple root η = η∗, by assumption. We may therefore locally solve (8.14) with
η = ±η̃(λ) near λ = λ∗, η = η∗. Substituting into the relation between η and λ gives

eν(λ)L = ±η̃(λ).

Since ν ′(λ∗) �= 0, we may as well consider ν as the independent variable

eνL = ±η(ν),

where η(ν) = η̃(λ(ν)). Expanding ν = ik∗ + ρ/L gives

eρ = ±e−ik∗L(η∗ + O(ρL−1)).

Neglecting the error term, which is small together with its derivatives, we find infinitely
many solutions ρ±∗ + 2π i�, � ∈ Z. For each fixed �0, a winding number argument shows
that for L large enough, all solutions with |�| ≤ �0 persist for the full equation with error
terms. This proves the proposition when η∗ is a simple zero.

By analyticity, the set of λ∗ such that η∗ �= 0 is a simple zero of (8.11) is dense. This
shows that almost every point in the essential spectrum is an accumulation point. By
compactness, the spectra inside G then converge in the symmetric Hausdorff distance
to a compact set, which has to coincide with the union of the essential and point spectra
inside G.

Note that

Re ν = Re ρ± = 1

L
log |η∗| + O(L−2), (8.15)

such that sign(Re λ) = sign(Re ν) < 0 if |η∗| < 1 and sign(Re λ) > 0 if |η∗| > 1,
which proves the claims on stability.

Corollary 8.5. The conclusions of Proposition 8.4 hold for all but possibly finitely many
values of the decay rate Q∞ if the potential W is an analytic function on C4.

Proof. The coefficients c0,2,4(λ) of the scattering polynomial D(λ) in (8.13) are analytic
functions of λ. For Q∞ = 0, the roots are disjoint and nonzero. Therefore, multiple roots
or vanishing of c4(λ) occurs for at most a discrete set of values of Q∞.



380 D. E. Pelinovsky and A. Scheel

We emphasize that most (all but finitely many) eigenvalues λ for the linearization in
a bounded domain with L < ∞ typically converge to iδ (or −iδ), which is the edge
of the essential spectrum in the unbounded domain L = ∞. Still, multiplicity in a
neighborhood of any fixed point of the essential spectrum goes to infinity because of
new eigenvalues coming in from infinity as L →∞.

We next address the asymptotics of the spectrum near the double root λ = iδ of the
dispersion relation. Going through the construction of the scattering polynomial (8.11)
at λ∗ = iδ, and substituting the explicit form of the linear evolution ϕ0(0, L; λ) with
zero potential W (z) ≡ 0, we find the scattering polynomial in the form

c2(λ∗)η2 + c1(λ∗)η + c0(λ∗) = 0, η = tanh(νL)

ν
. (8.16)

Proposition 8.6. Assume that the scattering polynomial (8.16) at the edge λ∗ = iδ of
the essential spectrum possesses two simple roots η1,2 �= 0. Then, the spectrum in a
neighborhood of λ∗ = iδ satisfies the expansion

λ�, j = iδ + 2π2i�2

L2δ

(
1+ 2ηj

L
+ O(L−2)

)
, j = 1, 2, � = 1, 2, 3, . . . . (8.17)

In particular, all eigenvalues in a neighborhood of λ∗ are stable if Im η1,2 > 0 and L is
sufficiently large. If Im η1 < 0 or Im η2 < 0, then there exist unstable eigenvalues λ for
sufficiently large L.

Proof. The proof is similar to the proof of Proposition 8.4. Eigenvalues are zeroes of
the determinant D(λ) in (8.10). Near the double root λ = λ∗ of the dispersion relation,
the evolution operator ϕ0(0, L; λ) is generated by cosh(νL) and sinh(νL)/ν as in (2.13)
such that we derive the expansion

D(λ) = c0(λ∗) cosh2(ν(λ∗)L)+ c1(λ∗) cosh(ν(λ∗)L)
sinh(ν(λ∗)L)
ν(λ∗)

+ c2(λ∗)
sinh2(ν(λ∗)L)
ν2(λ∗)

.

Dividing by cosh2(ν(λ∗)L), we arrive at the scattering polynomial (8.16) at the edge of
the essential spectrum λ∗ = iδ. By assumption, there are two distinct zeroes of (8.16),
such that η1,2 �= 0. We may therefore solve (8.16) for η = ηj (ν) and substitute into

tanh(νL)

νL
= η(ν)

L
.

Solutions are located close to νL = 2π i�, � ∈ Z. We therefore expand νL = 2π i�+ y
and solve for y close to zero

y = 2π i�ηj

L
+ O(L−2), � ∈ Z.

Substituting this expansion into the expression for λ as a function of ν, we find

λ = iδ + ν2

2iδ
+ O(ν3) = iδ + 2π2i�2

L2δ

(
1+ 2ηj

L
+ O(L−2)

)
.

This proves the proposition.
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The results thus far show that existence and stability properties are “convergent”
in the limit L → ∞. In particular, unstable stationary solutions in the semi-infinite
domain are approximated by unstable solutions in large bounded intervals. In the semi-
infinite domain, stability of the stationary solutions is always understood as marginal
stability since the essential spectrum is located on the imaginary axis, which marks
the stability threshold. The previous propositions give necessary criteria, when marginal
stability in the unbounded domain induces stability in the bounded
domain.

Corollary 8.7. Assume that the stability criteria of Propositions 8.4 and 8.6 are met.
In particular, assume that the roots η∗ of (8.11) are disjoint and of modulus less than 1
for all λ in the essential spectrum, and assume that the roots η1,2 of (8.16) are disjoint
and possess strictly positive imaginary parts. Moreover, assume that there is no point
spectrum in {λ ∈ C; Re λ ≥ 0}. Then the family of stationary solutions in the domain
[0, L] approximating the stationary solutions in the semi-infinite domain is asymptoti-
cally stable for sufficiently large L.

Proof. From Propositions 8.4 and 8.6, we conclude that the essential spectrum is con-
tained in the left half-plane of λ for bounded imaginary parts. On the other hand, for each
L there exists M(L) > 0 such that any unstable eigenvalue λ possesses an imaginary
part bounded by M(L). The only remaining possibility for unstable eigenvalues is a
sequence λ(Lk) with Im λ(Lk) → ∞, Re λ(Lk) > 0. We claim, however, that there is
M > 0 such that there is no spectrum in {| Im λ| > M} ∩ {Re λ ≥ 0}, independent of
L . To see this, we note that the Evans function E∞(λ) in the unbounded domain can
be extended across the imaginary axis and does not vanish for large imaginary parts of
λ, Lemma 7.8. Since the Evans function EL(λ) in bounded domains is e−δL -close to
the Evans function E∞(λ) in the unbounded domain, we can exclude unstable spectrum
with large imaginary parts, uniformly in the size L ≥ L0 of the domain.

Corollary 8.8. There exists I∗ > 0 such that all stationary solutions A∗(z) with pa-
rameter Iin in the domain 0 ≤ Iin < I∗ are asymptotically stable, for any size L <∞ of
the domain.

We expect zeroes of the Evans function E∞(λ) on the imaginary axis to be nongeneric
in the parameter domain 0 ≤ Iin < I∗. There is one particular case where a zero on the
imaginary axis can be computed, namely when the parameter Iin equals the maximal
amplitude Isol of the pulse (Bragg soliton) solution. We already noticed in Corollary 8.3
that the turning point of Iin = I∞(Q∞) persists in finite structures L < ∞. We now
give an expansion for the location of the turning point of Iin = IL(Iout).

Proposition 8.9. Let Isol denote the input intensity at the turning point of the trans-
mission function I∞(Q∞) and denote the corresponding stationary solution by Asol(z).
Then the transmission function for the finite-length structure possesses a unique turning
point close to Isol with maximal input intensity

Iin = Isol + (4Q∞e−2δL)2 + o(e−4δL).
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Proof. For convenience, we assume that a = b̄, thus fixing the argument of a and b such
that θ(z) = −φ(z) in (3.14). Together with the linearized equation (7.1) and (7.2), we
consider the adjoint problem (7.10) at the turning point Isol. Since h and Ipt are conserved
quantities,∇h and∇ Ipt evaluated in Asol are eigenfunctions ofJL∗. We therefore define

φ1(z) = ∇h(Asol(z)) = (ia′(z),−ib′(z),−iā′(z), ib̄′(z))T , (8.18)

φ2(z) =
1

2
∇ Ipt(Asol(z)) = (a(z),−b(z), ā(z),−b̄(z))T . (8.19)

To leading order, the perturbation of the profile in the semi-infinite domain solves the
linearized equation (7.1). The scalar product of solutions to this equation with solutions
to the adjoint variational equation is preserved. In order to find the correction in the
amplitude of the stationary solution, we have to find the projection of the solution to
the linearized equation on (a(0), 0, ā(0), 0). The corresponding solution to the adjoint
variational equation is

φ(z) = φ1(z)+ βφ2(z), β = −i
b′(0)b̄(0)
b(0)b̄(0)

∈ R, (8.20)

such that

φ(0) = (2ia′(0), 0,−2iā′(0), 0)T .

Here, we used repeatedly a(z) = b̄(z) and Re(a′(0)ā(0)) = Re(b′(0)b̄(0)) = 0 since
the amplitude is maximal in z = 0, by assumption. Note that ia′(0)a(0) < 0 such that
φ(0) indicates the direction of decreasing input intensity.

The stationary solution A∗(z) for finite L <∞ possesses the expansion

A∗(L) = (1− i, 0, 1+ i, 0)T
√

2Q∞e−δL + o(e−δL). (8.21)

The correction to the input intensity  Iin at the fold point is therefore given to leading
order by a scalar product√

 Iin = −(φ(L),A∗(L))X + o(e−2δL). (8.22)

In order to evaluate the scalar product, we use the explicit representations (8.20) and
(8.21) and derive

√
 Iin = 2 Re

[
−i(a′(L)− ā′(0)a(0)

a(0)ā(0)
a(L))(1− i)

√
2Q∞e−δL

]
+ o(e−2δL).

Expanding

a(L) = ((1− i)
√

Q∞/2+ o(1))e−δL , a′(L) = −δ((1− i)
√

Q∞/2+ o(1))e−δL ,

we arrive at √
 Iin = 4Q∞e−2δL + o(e−2δL). (8.23)

This proves the proposition.
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9. Example of Cubic Nonlinearities

We analyze the example of the system (1.2) with the potential function W in (1.3). We
prove analytically that the stationary solutions are spectrally stable in the case n = 0.
Then, we study numerically the unstable real and complex eigenvalues of the spectral
problem in the case m = 0.

Case n = 0: The transmission function Iin = IL(Iout) is shown on Figure 2(b) for
m > 0 (solid curve) and for m < 0 (dashed curve). It displays all-optical limiting, such
that no turning points exist, where I ′L(Iout) = 0. Spectral stability cannot be deduced
from the parity index analysis of the present paper, since unstable complex eigenvalues
or an even number of positive eigenvalues might exist for the linearized problem with
monotonically increasing transmission characteristic Iin = IL(Iout). Nevertheless, we
prove spectral stability of the stationary solutions A∗(z) in the case n = 0 by a direct
method. Recall the normalization δ ≥ 0.

Proposition 9.1. Let A∗(z) be the stationary solution of the system (3.1) on z ∈ [0, L]
with boundary conditions (3.2) and with potential W in (1.3) with n = 0, m > 0. The
spectrum of the linear operatorJL∗ is located in the open left-half plane {λ : Re λ < 0},
that is, all stationary solutions A∗(z) are unique (for a fixed input intensity Iin) and
asymptotically stable.

Proof. The stationary solutions A∗(z) are parameterized in (3.10) with θ(z) ≡ 0 and
φ(z) ≡ π /2, or explicitly,

a(z) =
√

Iout + Q(z), b(z) = i
√

Q(z),

where Q(z) solves the first-order problem

dQ

dz
= −2

√
Q(Iout + Q) [δ + m(Iout + 2Q)] ≤ 0. (9.1)

The linear operator JL∗ in (5.2) can be written explicitly in the form (2.6), (2.25), and
(2.26) with

W1 = −2m(Iout + 2Q)

[
0 1

1 0

]
,

W2 = −m Iout

[
0 1

1 0

]
− 2im

√
Q(Iout + Q)

[
1 0

0 1

]
.

The eigenvalue problem (JL∗−λ)ψ(z) = 0 forψ(z) = (ψ1, ψ2, ψ3, ψ4)
T decomposes

into two eigenvalue problems for ψ±(z):

ψ±(z) =
[
ψ1 ± ψ3

ψ2 ∓ ψ4

]
. (9.2)
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The new uncoupled problems take the form

−i
dψ±1

dz
− [δ + 2m(Iout + 2Q)]ψ±2 ∓ 2im

√
Q(Iout + Q)ψ±1 ± m Ioutψ±2 = iλψ±1,

i
dψ±2

dz
− [δ + 2m(Iout + 2Q)]ψ±1 ± 2im

√
Q(Iout + Q)ψ±2 ∓ m Ioutψ±1 = iλψ±2.

Transforming further by the z-dependent change of coordinates

ψ±(z) =
[

iU±
V±

]
e∓2m

∫ z

0

√
Q(ζ )(Iout+Q(ζ ))dζ

, (9.3)

we find two uncoupled eigenvalue problems with real coefficients:

− dU±
dz
+ [δ + 2m(Iout + 2Q)∓ m Iout] V± = λU±, (9.4)

dV±
dz
− [δ + 2m(Iout + 2Q)± m Iout] U± = λV±. (9.5)

The boundary conditions (5.3) have transformed to U±(0) = V±(L) = 0. Using the
energy principle, we find the following two relations for the system (9.4)–(9.5):

(λ− λ̄)(V±Ū± +U±V̄±) = d

dz
(V±Ū± − V̄±U±),

and

(λ+ λ̄)(|U±|2 + |V±|2) = − d

dz
(|U±|2 − |V±|2)∓ 2m Iout(Ū±V± +U±V̄±).

If Im λ �= 0, then ∫ L

0
(V̄±U± + V±Ū±) dz = 0, (9.6)

and therefore

(λ+ λ̄)
∫ L

0
(|U±|2 + |V±|2) dz = −|V±|2(0)− |U±|2(L) < 0. (9.7)

The last inequality follows from the fact that V±(0) �= 0 and U±(L) �= 0, because
the first-order initial-value problem with zero initial data has a unique zero solution for
U (z),V (z). Thus, if λ ∈ C, then Re(λ) < 0.

If λ ∈ R, then U (z) and V (z) are real. Consider

d

dz
(U±V±) = [δ + 2m(Iout + 2Q)∓ m Iout] V 2

± + [δ + 2m(Iout + 2Q)± m Iout] U 2
±

> 0.

The last inequality is valid for δ ≥ 0 and m > 0. As a result, for any λ ∈ R,∫ L

0
U±V± dz > 0. (9.8)
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Real eigenvalues λ ∈ R appear when complex eigenvalues coalesce. At the bifurcation
point,

∫ L
0 U±V± dz = 0; see (9.6). All eigenvalues λ are complex for Iout = 0. Since the

potential W is a bounded perturbation of L, all eigenvalues of JL∗ stay complex for
Iout > 0 because of the constraint (9.8).

Thus, the spectrum of the problem (9.4)–(9.5) in L2([0, L]) is located in the open left
half-plane Re(λ) < 0. No zero eigenvalues exist, and therefore no turning points exist
where I ′L(Iout) = 0; see Lemma 5.1. Therefore, the stationary solution A∗(z) is unique
for a given value Iin.

Remark 9.2. For the case m < 0 and δ + m Iout > 0, the sign of
∫ L

0 U±V± dz is not
definite. Therefore, real eigenvalues are generally allowed. However, since I ′L(Iout) > 0
for n = 0 and complex eigenvalues have Re(λ) < 0, all real eigenvalues stay in the left
half-plane of λ for any 0 < Iout <

δ
|m| . For the case m < 0 and δ + m Iout < 0, the sign

of
∫ L

0 U±V± dz is definite again (it is negative) and the proof of Proposition 9.1 applies
to this case, as well.

Proposition 9.3. In the semi-infinite domain z ∈ [0,∞), stationary localized solutions
A∗(z) of (3.1) with boundary conditions (3.12) and with potential W in (1.3) with n = 0
are spectrally stable for any δ and m.

Proof. We formally follow the proof of Proposition 9.1 with Iout = 0 and L = ∞. Note
that the transformation (9.3) maps L2(0,∞) into itself since Q(z) decays exponentially.
The energy principle for the system (9.4)–(9.5) with Iout = 0 for eigenfunctions of the
point spectrum with the boundary condition U±(0) = 0 and sufficient decay at infinity
takes the form

(λ+ λ̄)
∫ ∞

0
(|U |2 + |V |2) dz = −(|U |2 − |V |2)

∣∣∣∣
z=∞

z=0

= −|V |2(0) < 0. (9.9)

Thus, Re(λ) < 0 for eigenvalues of the point spectrum for both λ ∈ C and λ ∈ R.

Remark 9.4. Proposition 9.3 follows also from convergence results in Proposition 8.2.
Indeed, the stationary localized solutions A∗(z;∞, Q∞) in z ∈ [0,∞) cannot be un-
stable if all stationary solutions A∗(z; L , Iout) in the bounded interval z ∈ [0, L] are
stable.

Case m = 0: The transmission function Iin = IL(Iout) is shown on Figure 2(a) for
δ = 0.25 and n = 1. It displays optical bistability such that four turning points exist,
where I ′L(Iout) = 0. Studying this particular example, we show numerically several
general results on unstable real and complex eigenvalues in the spectrum of JL∗:

(i) Stationary solutions A∗(z) at the lowest positive-slope branch of Iin = IL(Iout) are
spectrally stable; see Proposition 5.3.

(ii) Stationary solutions A∗(z) at the negative-slope branch of Iin = IL(Iout) are spec-
trally unstable with a single real positive eigenvalue λ, which is predicted by the
sign of EL(0); see Proposition 6.2.
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(iii) The real positive eigenvalue λ disappears at both the lower and upper turning points
of the negative-slope branch of Iin = IL(Iout); see Proposition 7.5 for L = ∞.

(iv) Stationary solutions A∗(z) at the upper positive-slope branches of Iin = IL(Iout)

have a pair of complex eigenvalues λ with Re(λ) > 0. The pair of complex eigen-
values occur after a Hopf bifurcation, where time-periodic solutions are born.

(v) The pair of complex eigenvaluesλ is preserved on the upper negative-slope branches
of the function Iin = IL(Iout).

For the example with δ = 0.25 and n = 1, the transmission function Iin = IL(Iout) has
only two branches with negative slope and only four turning points where IL(Iout) = 0
(see Figure 2(a)). The Evans function EL(λ) is computed numerically from the deter-
minant (6.4) for different values of Iout. It is shown on Figure 4(a) for real positive λ.
The values Iout = 0.008 and Iout = 0.09 belong to the lowest and second positive-slope
branches of the function Iin = IL(Iout), respectively, while the value Iout = 0.05 be-
longs to the first negative-slope branch of Iin = IL(Iout). The Evans function EL(λ) has
a single positive zero for Iout = 0.05 and no positive zeroes for the other two values of
Iout. In the limit of large positive λ, EL(λ) > 0 according to Lemma 5.1.

The unstable (real positive) eigenvalue λ is predicted by the negative sign of EL(0)
according to Proposition 6.2. If E ′L(0) > 0, the unstable eigenvalue λ is associated with
the negative-slope branch of Iin = IL(Iout), and it disappears at the turning point where
I ′L(Iout) = 0. We compute numerically EL(0) and E ′L(0) as a function of Iout and plot
them on Figure 4(b). The figure shows that there are exactly four values of Iout, where
EL(0) = 0, which match the turning points of the function IL(Iout). At all four turning
points, E ′L(0) > 0 (including the first point, which can be seen from the figure after
zoom). Thus, the zero eigenvalue λ = 0 is algebraically simple at the turning points for
this example. The result is always valid for the case L = ∞; see Proposition 7.5. We are
not able to compute analytically the sign of E ′L(0)which is given by E ′L(0) = (φ0,ψ0)X

as in (B.10) of Appendix B, whereψ0(z) is defined in (5.4) andφ0(z) is defined in (A.5)
of Appendix A.

The function EL(λ) for λ ∈ R does not give information on existence of complex
unstable eigenvalues λ with Re(λ) > 0. In order to study complex eigenvalues λ, we
integrate EL(λ) in a complex plane of λ and compute numerically the winding number

N = 1

2π i

∫
C

E ′L(λ)dλ
EL(λ)

, (9.10)

where the contour C is designed to trace all unstable eigenvalues, e.g., C is the boundary
of the rectangle:

D = {λ ∈ C : 0 ≤ Re(λ) ≤ !, −M ≤ Im(λ) ≤ M},

where! and M are sufficiently large. The winding number N gives the number of zeroes
of EL(λ), which coincides with the number of unstable real (Nr ) and complex (2Nc)
eigenvalues such that N = Nr + 2Nc.

An individual computation of the complex values of EL(λ) along the contour C is
shown on Figure 5(a) for Iout = 0.09. The value Iout belongs to the second positive-slope
branch of the function Iin = IL(Iout), when no real positive eigenvalues λ exist (see
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Fig. 4. (a) The Evans function EL(λ) for real positive λ at three values
of Iout. Parameter values are provided in the text. There exists a positive
zero of EL(λ) for Iout = 0.05 (dotted curve). (b) The values EL(0) and
E ′L(0) as functions of Iout. Zero eigenvalues at the turning points, where
EL(0) = 0, are always algebraically simple since E ′L(0) > 0.
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Fig. 5. (a) The trace of EL(λ) along the contour λ ∈ C. The argument
of EL(λ) is increased by 4π in a complete loop. (b) The winding
number N of the Evans function EL(λ) versus Iout. The pair of complex
eigenvalues is preserved for any Iout > 0.065.
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Fig. 4(a)). However, there exists a single pair of complex eigenvalues with Re(λ) > 0,
since the argument of EL(λ) is increased by 4π after a complete loop, N = 2.

We compute the number N as a function of Iout and display it on Figure 5(b). The
lowest positive-slope and negative-slope branches of IL(Iout) have N = 0 and N = 1,
respectively, according to the discussion above. The pair of complex eigenvalues with
N = 2 crosses the imaginary axis at Iout ≈ 0.065, generating a Hopf bifurcation.
The stationary solution is spectrally stable in a narrow region at the second positive-
slope branch of IL(Iout) between the second turning point at Iout ≈ 0.06 and the Hopf
bifurcation point at Iout ≈ 0.065. The pair of complex eigenvalues is preserved for any
stationary solution with Iout > 0.065, including the solution at the second negative-
slope branch of IL(Iout), where N = 3. A new pair of complex eigenvalues arises at
Iout ≈ 0.950 via a new Hopf bifurcation and stays for all Iout > 0.950.

10. Conclusion

We have developed mathematical tools for the study of light transmission in the Bragg
resonance gap of nonlinear photonic gratings. We therefore study a set of nonlinear
coupled mode equations for the amplitudes of forward and backward propagating light.
Focusing on existence and stability of stationary light transmission, we obtain spectral
stability and instability results in finite, large, and semi-infinite structures. In all cases, a
positive slope of the (inverse) transmission functions Iin = IL(Iout) and Iin = I∞(Iout)

is necessary for a stable light transmission.
We show that in finite structures, spectral stability implies nonlinear asymptotic stabil-

ity. The system, although conservative in the absence of boundary conditions, effectively
behaves like a dissipative dynamical system, due to radiation loss through the bound-
aries. The main technical difficulty is to show that the radiation loss actually implies
smoothing after finite time, similar to the smoothing properties of delay equations. This
smoothing property allows us to overcome regularity problems at the boundary.

Instabilities of stationary light transmission typically occur at fold points of the trans-
mission function or when a pair of complex eigenvalues crosses the imaginary axis. Both
bifurcations can be analyzed on one- and two-dimensional smooth center-manifolds, re-
spectively, and the reduced dynamics show the typical exchange of stability for these
bifurcations. As a main technical tool for actual spectral computations, we make use
of the Evans function. We relate the instability criterion EL(0) < 0 to the more clas-
sical Leray-Schauder degree of the linearization. We use numerical computations of
winding numbers of EL(λ) to accurately determine the number of complex unstable
eigenvalues.

In semi-infinite structures, finite-dimensional reductions and degree arguments would
have to be much more delicate. We focus on spectral stability, using again the Evans
function E∞(λ). We show that by factoring the exponential decay of the output intensity
we can define a renormalized transmission function Iin = I∞(Q∞). The sign ofI ′∞(Q∞)
coincides with the sign of E∞(0) and with the negative slope Q′(0) of the intensity
of the stationary solution at the boundary z = 0. In particular, at fold points of the
transmission function, the solution branches exchange their stability, while the amplitude
of the stationary solution reaches its maximal value.
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We also investigate the limit when the length of the structure tends to infinity. In this
limit, we show that the bifurcation diagram for stationary solutions and spectra of the
linearization at stationary solutions converge. The (neutrally stable) essential spectrum
is approximated by dense clusters of eigenvalues in large structures. We compute the
asymptotic location of these clusters depending on the zeroes of a scattering polynomial,
which measures the strength of the reflection and transmission of linear waves at the
nonlinear structure. For small incident intensities, the clusters are located in the stable
complex plane, such that small intensity light transmission is stable, for all sizes of the
structure. Bogdanov-Takens points, potentially generating more complicated dynamics,
can be excluded in semi-infinite and in large structures.

For a specific cubic nonlinearity, we have considered examples of all-optical limiting
and optical bistability. For all-optical limiting, we show that the (inverse) transmission
function Iin = IL(Iout) has positive slope for all intensities and all stationary solutions are
asymptotically stable. For optical bistability, we show that the instabilities of negative-
slope stationary solutions are complicated due to Hopf bifurcations which destabilize
stationary solutions at upper positive-slope branches.

All of our spectral instability results imply nonlinear instability. We show that in finite
structures, spectral stability implies nonlinear asymptotic stability. We did not address
asymptotic stability in semi-infinite structures or with uniform bounds on convergence
rates or on the basin of attraction in large structures.

In summary, we have shown how spatial dynamics and Evans function methods can
serve as tools in the analysis and numerics of bifurcation scenarios. As compared to
functional-analytic methods, they allow a smooth passage between finite, large, and
semi-infinite structures. Even with an ad hoc implementation, numerical computations
of the Evans function, following the spirit of the analysis, seem to provide more reliable
results than direct finite-difference approximations.

Appendix A: The Adjoint Operator of JL∗ and Its Kernel

We consider eigenvectorsψ(z) of the operatorJL∗—see (5.2) and (5.3)—and eigenvec-
tors φ(z) of the adjoint operator (JL∗)ad = −L∗J with adjoint boundary conditions.
Since we merely discuss ordinary differential equations rather than abstract operators
on function spaces, we will refer to the operators JL∗, (JL∗)ad in a pointwise sense,
incorporating the boundary conditions in a second stage. In particular, by an eigenvector,
we understand a solution of the differential equation associated withJL∗ψ(z) = λψ(z),
without any restriction on the boundary values.

Recall that we equipped the phase space X = [L2(0, L)]4 with the standard scalar
product

(φ,ψ)X =
∫ L

0
(φ̄1ψ1 + φ̄2ψ2 + φ̄3ψ3 + φ̄4ψ4) dz. (A.1)

The eigenvectorφ(z) to the eigenvalue λ̄ solves the linear system of differential equations

− L∗Jφ = λ̄φ, (A.2)
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with the boundary conditions

φ2(0) = φ4(0) = 0, φ1(L) = φ3(L) = 0. (A.3)

Denote by

P[φ,ψ] := iω(φ,ψ) = i(φ, jψ) = −φ̄1ψ1 + φ̄2ψ2 − φ̄3ψ3 + φ̄4ψ4

a scalar multiple of the symplectic two-form, introduced in (3.4). A short computation
shows that this two-form is independent of z when evaluated on eigenvectorsψ(z) to an
eigenvalue λ and the adjoint eigenvectors φ(z) to λ̄

d

dz
P[φ,ψ] = 0. (A.4)

Let A∗(z; Ipt, h) be a stationary solution of (3.1), parameterized by the Hamiltonian
h in (3.3) and the additional conserved quantity Ipt in (3.6). The stationary solution
A∗(z) ≡ A∗(z; Iout, hs(Iout)) satisfies the boundary conditions (3.2). We show that, if
I ′L(Iout) = 0, the eigenvector φ0(z) in the kernel of L∗J is given by

φ0(z) = J
[

Q′(0)
∂A∗
∂h
(z; Iout, h)

∣∣∣∣
h=hs (Iout)

− ∂Q(0)

∂h

∣∣∣∣
h=hs (Iout)

(A′∗(z)− θ ′(L)JA∗(z))

]
. (A.5)

We therefore derive relations between eigenfunctions in the kernel ofL∗. We define four
fundamental eigenvectors ψ1,2,3,4(z) in the kernel of L∗ as derivatives of the family of
stationary solutions A∗(z; Ipt, h) with respect to the parameters

ψ1 =
∂A∗
∂ Iout

(z; Iout, h)

∣∣∣∣
h=hs (Iout)

, ψ2 = JA∗(z),

ψ3 = A′∗(z), ψ4 =
∂A∗
∂h
(z; Iout, h)

∣∣∣∣
h=hs (Iout)

. (A.6)

The four corresponding eigenvectors of the adjoint operator are φj (z) = Jψ j (z). We
construct the matrix elements Pi, j from the two-forms P[φi ,ψ j ] between these eigen-
vectors:

Pi, j = P[Jψi ,ψ j ] = i[ψ̄i1ψj1 − ψ̄i2ψj2 − ψ̄i3ψj3 + ψ̄i4ψj4]. (A.7)

The matrix elements Pi, j are constant in z but nonzero in general, since the eigenvectors
ψ j (z) do not satisfy the boundary conditions (5.3) and (A.3). The matrix elements Pi, j

can be computed explicitly from (3.5), (3.6), and (3.9):

P1,1 = 0, P1,2 = −1, P1,3 = −h′s(Iout), P1,4 = α,
P2,1 = 1, P2,2 = 0, P2,3 = 0, P2,4 = 0,

P3,1 = h′s(Iout), P3,2 = 0, P3,3 = 0, P3,4 = 1,

P4,1 = −α, P4,2 = 0, P4,3 = −1, P4,4 = 0,
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where

α = i

(
∂ ā

∂ Iout

∂a

∂h

∣∣∣∣
h=hs

− ∂ b̄

∂ Iout

∂b

∂h

∣∣∣∣
h=hs

− ∂a

∂ Iout

∂ ā

∂h

∣∣∣∣
h=hs

+ ∂b

∂ Iout

∂ b̄

∂h

∣∣∣∣
h=hs

)
. (A.8)

We parameterize the stationary solutions (3.10) through the boundary values: Q(L) = 0
for h = hs(Iout) and θ(L) = 0 for any h. Since ψ3(z) and ψ4(z) are nonsingular at
z = L , we have

lim
z→L−0

1√
Q(z)

Q′(z) = γ1 <∞,

lim
z→L−0

1√
Q(z)

∂Q(z)

∂h

∣∣∣∣
h=hs (Iout)

= γ2 <∞, (A.9)

and, therefore,

Q′(L) = 0,
∂Q(L)

∂h

∣∣∣∣
h=hs (Iout)

= 0. (A.10)

The matrix elements Pi, j are constants in z and can be computed separately at z = 0
and z = L . We evaluate Pi, j at the right end z = L and derive a set of relations for the
parameters of stationary solutions A∗(z):

P1,3 = −θ ′(L) = −h′s(Iout), (A.11)

P1,4 = 0 = α, (A.12)

P3,4 = lim
z→L−

Q′(z)
∂φ(z)

∂h

∣∣∣∣
h=hs (Iout)

= 1. (A.13)

When we evaluate Pi, j at the left boundary, z = 0, we find another set of relations for
the parameters of A∗(z):

P1,3 = −I ′(Iout)[θ
′(0)− φ′(0)]− φ′(0)

+ Q′(0)
∂

∂ Iout
[θ(0)− φ(0)] = −h′s(Iout), (A.14)

P1,4 = −I ′(Iout)
∂

∂h
[θ(0)− φ(0)]

∣∣∣∣
h=hs

− ∂φ(0)
∂h

∣∣∣∣
h=hs

+ ∂Q(0)

∂h

∣∣∣∣
h=hs

∂

∂ Iout
[θ(0)− φ(0)] = 0, (A.15)

P3,4 = −Q′(0)
∂

∂h
[θ(0)− φ(0)]

∣∣∣∣
h=hs

+ ∂Q(0)

∂h

∣∣∣∣
h=hs

[θ ′(0)− φ′(0)] = 1. (A.16)

Now consider the eigenfunctions ψ3(z)− θ ′(L)ψ2(z) and ψ4(z). These eigenfunctions
are linearly independent and satisfy the right boundary conditions φ1(L) = φ3(L) = 0
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because of (A.10) and (A.11). A general solution to (A.2) with λ = 0 satisfying the
right boundary conditions is Jφ(z) = c1[ψ3(z)− θ ′(L)ψs(z)]+ c2ψ4(z). The general
solution satisfies the left boundary conditions φ2(0) = φ4(0) = 0 when the determinant
D of a linear system for c1 and c2 is zero. The determinant of this linear system is

D = i

[
∂Q(0)

∂h

∣∣∣∣
h=hs

[φ′(0)− θ ′(L)]− Q′(0)
∂φ(0)

∂h

∣∣∣∣
h=hs

]
. (A.17)

By virtue of relations (A.11), (A.14), (A.15), and (A.16), we verify thatD = −iI ′L(Iout).
When I ′L(Iout) = 0, the rank of the coefficient matrix for c1 and c2 is one, since Q′(0)
and ∂Q(0)

∂h |h=hs may not vanish simultaneously; see (A.16). The eigenvectorφ0(z) is then
given by (A.5).

Appendix B: Derivative Formulas for the Evans Functions EL(λ) and E∞(λ)

If λ = λ0 is an eigenvalue of JL∗, the Evans function EL(λ) has the Taylor expansion
at λ = λ0:

EL(λ) = cm(λ− λ0)
m + O(λ− λ0)

m+1, (B.1)

where m is the algebraic multiplicity of λ0. In order to determine if the eigenvalue is
algebraically simple, we therefore need to determine whether E ′L(λ0) vanishes. Since
eigenvalues are geometrically simple in our case, we may use Fredholm’s alternative and
find that E ′L(λ0) vanishes precisely when the scalar product between nontrivial elements
in the kernel and the kernel of the adjoint vanishes. Alternatively, we can actually compute
the derivative of the determinant EL(λ). The following lemma states an explicit formula
for this derivative after an appropriate normalization.

Lemma B.1. Let λ = λ0 be an eigenvalue of JL∗ in the case L < ∞ with a single
eigenvector ψ̂0(z), normalized by ψ̂01(L) = u+23(0; λ). Let φ̂0(z) be the eigenvector of
(JL∗)ad, normalized by φ̂01(0) = e−2λ̄0 L . Then,

E ′L(λ0) = (φ̂0, ψ̂0)X . (B.2)

Proof. Let the function ψλ(z) be defined by the following linear combination for any
λ ∈ C:

ψλ(z) = u+23(0; λ)u+1 (z; λ)− u+13(0; λ)u+2 (z; λ). (B.3)

It follows from (6.2) and (6.4) that the eigenfunction ψλ(z) satisfies the boundary con-
ditions (5.3), except for the first component, which satisfies

ψλ1(0) =
∣∣∣∣∣
u+11(0; λ) u+22(0; λ)
u+13(0; λ) u+23(0; λ)

∣∣∣∣∣ = EL(λ)e
2λL . (B.4)
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It follows from (B.3) and (B.4) that ψλ(z) = ψ̂0(z) at λ = λ0. By direct computations
from the eigenvalue problems for ψ̂0(z) and ψ̂0(z), we verify that

(φ̂0, ψ̂0)X = P

[
φ̂0,

∂ψλ
∂λ

∣∣∣∣
λ=λ0

]∣∣∣∣
z=L

z=0

= ¯̂φ01(0)E
′
L(λ0) e2λ0 L = E ′L(λ). (B.5)

Lemma B.2. Let λ = λ0 be an eigenvalue of JL∗ in the case L = ∞ with a single

eigenvector ψ̂0(z), normalized by limz→∞ eνzψ01(z) = u+32(0; λ), where ν =
√
δ2 + λ2

0

such that Re(ν) > 0. Let φ̂0(z) be the eigenvector of (JL∗)ad, normalized by φ̂01(0) = 1.
Then,

E ′∞(λ0) = (φ̂0, ψ̂0)X . (B.6)

Proof. Define a function ψλ(z) by the linear combination for any λ ∈ C:

ψλ(z) = u+32(0; λ)u+1 (z; λ)− u+32(0; λ)u+2 (z; λ). (B.7)

This function is localized as z →+∞, satisfyingψλ3(0) = 0 and alsoψλ1(0) = E∞(0).
It follows from (B.7) thatψλ(z) = ψ̂0(z) atλ = λ0. Using direct computations, we verify
again that

(φ̂0, ψ̂0)X = P

[
φ̂0,

∂ψλ
∂λ

∣∣∣∣
λ=λ0

]∣∣∣∣
z=∞

z=0

= φ̂01(0)E
′
∞(λ0) = E ′∞(0). (B.8)

Below we apply these derivative formulas to actual computations of E ′L(0) and E ′∞(0)
when the kernel of JL∗ is non-empty. For the case L <∞, when I ′L(Iout) = 0, we use
(5.4), (6.6) and (A.5), (A.11)–(A.16) of Appendix A to find the normalized eigenvectors
in the form

ψ̂0 = ā(0)ψ0(z), φ̂0 =
1

a(0)
φ0(z), (B.9)

such that ψ̂01(L) = u+23(0; λ) and φ̂01(0) = 1, where a(z) is the first component of
the stationary solution A∗(z). As a result, E ′L(0) = (φ̂0, ψ̂0)X = (φ0,ψ0)X . Using
parameterization (3.10), we may explicit this formula as

E ′L(0) = 2
∫ L

0
dz

[
∂Q(z)

∂h

∂φ(z)

∂ Iout
Q′(0)− ∂Q(z)

∂ Iout

∂φ(z)

∂h
Q′(0)

+ ∂Q(z)

∂ Iout
φ′(z)

∂Q(0)

∂h
− Q′(z)

∂φ(z)

∂ Iout

∂Q(0)

∂h

+Q′(z)
∂Q(0)

∂h

∂θ(0)

∂ Iout
− ∂Q(z)

∂h
Q′(0)

∂θ(0)

∂ Iout

− ∂Q(z)

∂ Iout

∂Q(0)

∂h
θ ′(L)

]
. (B.10)
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It seems difficult to draw any conclusion on the sign of E ′L(0) from (B.10). However,
in the case L = ∞, the sign of E ′∞(0) is strictly positive. For the case L = ∞, when
Q′(0) = 0, we define the normalized eigenvectors in the form

ψ̂0(z) = −
ā(0)

2δQ∞
ψ0(z), φ̂0(z) = −

1

2a(0)θ ′(0)
φ0(z), (B.11)

such that limz→∞ eδzψ̂01(z) = u+32(0; 0) and φ̂01(0) = 1. As a result,

E ′∞(0) = (φ̂0, ψ̂0)X = Iin

δQ∞
(> 0). (B.12)
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